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Editorial for the Special Issue on Large 
Scale Assessment: Challenges and 
Innovations

Ummugul Bezirhan, Murat Doğan Şahin

Abstract

Introduction

This editorial introduces the IEJEE’s Special Issue on Large 
Scale Assessment: Challenges and Innovations, highlighting 
emerging themes and methodological advancements in 
educational measurement. The selected studies focus on 
process data utilization to examine test-taker behavior, 
innovations in psychometric modeling for assessment, 
classification, and the influence of social-emotional 
learning on academic achievement. This editorial discusses 
the contributions of the included studies, their implications 
for future research, and the evolving role of AI, machine 
learning, and digital assessment technologies in shaping 
the future of large-scale assessments.

Educational testing is transforming dramatically as 
digital platforms, data analytics, and machine learning 

reshape assessment practices. These advancements 
provide deeper insights into test-taker behavior, enhance 
psychometric modeling techniques, and expand our 
understanding of the cognitive and non-cognitive factors 
influencing student achievement. As educational systems 
worldwide embrace digital testing and artificial intelligence 
(AI)-driven methodologies, researchers must navigate both 
the opportunities and challenges presented by these 
innovations.

One of the most profound shifts in large-scale assessment 
research is the increasing reliance on process data to capture 
real-time student interactions during testing. Process data 
allows researchers to analyze patterns of engagement, test-
taking strategies, and response modifications, providing a 
richer picture of student performance (e.g., Bezirhan, 2021; 
Goldhammer et al., 2014; Ulitzsch et al., 2020; Wise 2017), 
insights that were largely inaccessible in paper-based 
assessment environments (Kane & Mislevy, 2017). Additionally, 
well established methodologies such as latent class analysis 
(LCA) and latent profile analysis (LPA), offer powerful tools for 
identifying unobserved subgroups of test-takers, allowing 
researchers to refine student classifications (Williams & 
Kibowski, 2016). LCA has been explored as a data-driven 

Received	 :  01 March 2025
Revised	 :  01 March 2025
Accepted	 :  19 March 2025
DOI 	 :  10.26822/iejee.2025.381

a Ummugul Bezirhan, TIMSS & PIRLS International Study 
Center, Boston College, USA.
E-mail: bezirhan@bc.edu
ORCID: https://orcid.org/0000-0002-8771-4780

b Murat Doğan Şahin, Faculty of Education, Anadolu 
University, Eskişehir, Türkiye.
E-mail: muratdogansahin@gmail.com
ORCID: https://orcid.org/0000-0002-2174-8443



March 2025, Volume 17, Issue 2, 

234

233-235

alternative for setting proficiency classifications 
in assessments (e.g., Templin & Jiao, 2012; Binici & 
Cuhadar, 2022). Similarly, recent applications of LPA 
in educational measurement have been particularly 
effective in analyzing test-taking engagement (e.g., 
Anghel et al., 2025) and variations in student problem 
solving strategies (e.g, Teig, 2024) across different 
populations utilizing process data. 

Beyond the technical innovations, the role of non-
cognitive factors in student achievement has 
garnered attention as well. Traditional assessments 
have long focused on cognitive abilities and content 
knowledge, but emerging research highlights the 
importance of social-emotional learning (SEL), test-
taking motivation, and engagement as key predictors 
of achievement (OECD, 2021). These factors not only 
shape student performance but also raise important 
considerations for fairness and equity in assessment 
design. This holistic approach acknowledges that 
academic achievement is shaped by complex 
interactions between content knowledge, test 
taking strategies, and non-cognitive factors such as 
perseverance, self-regulation, and social awareness 
(Farrington et al., 2012).

This special issue brings together a collection of studies 
balancing established methodologies with emerging 
advancements to address challenges faced in large-
scale assessments. The included articles explore the 
intersection of process data, psychometric innovation, 
and non-cognitive influences on learning outcomes. 
By addressing both theoretical and practical 
implications, this issue offers fresh perspectives on how 
assessment research can evolve to meet the demands 
of contemporary education. 

Overview of the Special Issue

As large-scale assessments continue to evolve, 
researchers explore novel approaches to address 
fundamental challenges in educational measurement. 
The studies featured in this special issue contribute 
to this growing body of research by examining 
innovations in process data, psychometric modelling, 
and non-cognitive measurement. The research 
presented here spans a diverse range of assessment 
contexts, including international assessments such as 
the Programme for International Student Assessment 
(PISA) and the Progress in International Reading Literacy 
Study (PIRLS), national assessments like the National 
Assessment of Educational Progress (NAEP), and 
state-level assessments such as the Iowa Assessments 
and the Cognitive Abilities Test (CogAT). While these 
studies employ distinct analytical frameworks, they 
collectively enhance our understanding of how 
large-scale assessments can be designed, analyzed, 
and interpreted to better support diverse student 
populations.

A key area of innovation in this issue is process data 
and student behavior analysis. The study by Ogut 
et al. (in this issue) examines extended time (ET) 
accommodations in the NAEP Grade 8 Mathematics 
assessment, utilizing a machine learning model 
(XGBoost) to identify students who may benefit 
from additional time. Their findings indicate that 
while a majority of students granted ET do not 
fully utilize it, nearly a quarter of students without 
accommodations remain actively engaged when 
their time expires. This study highlights the potential 
for predictive models to guide more equitable ET 
allocation policies, confirming that students with 
actual needs receive appropriate support. Ni et al. 
(in this issue) investigate response change behaviors 
in NAEP constructed response items, developing a 
novel framework that integrates automated scoring 
with dimensional response analysis. Their study finds 
that students who make substantive changes to their 
responses, particularly those involving conceptual 
modifications, are more likely to improve their scores. 
This research underscores the value of process data 
in understanding student engagement and response 
strategies, paving the way for more adaptive scoring 
and feedback mechanisms in digital assessments. 
Kara (in this issue) explores test-taking disengagement 
in PISA 2022, using LPA to classify students based on 
response time, number of actions, and self-reported 
effort. The findings reveal that disengagement is 
associated with lower test performance and that 
process data-based measures such as response time 
and number of actions are more reliable indicators 
of engagement than self-reported effort. Gender 
disparities in disengagement further highlight the 
need for targeted interventions to improve test-taking 
motivation across diverse student populations.

Beyond test-taking behavior, two studies focus on 
improving measurement methodology. Yin et al. (in 
this issue) introduce an LCA-based approach to setting 
cut scores for context scales addressing challenges 
posed by skewed response distributions. By applying 
their method to PIRLS 2021 data, they demonstrate 
its potential to enhance the interpretability of 
context scales and provide a more statistically robust 
alternative to conventional judgment-based cut-score 
definitions. Demirkaya et al. (in this issue) examine 
latent profiles of mathematical skills by comparing 
student classifications derived from achievement and 
ability assessments using widely administered state 
assessments in the United States. Their study reveals 
substantial differences in the profiles emerging from 
these two classification approaches, highlighting the 
importance of using multiple measures to identify 
students with distinct instructional needs. These 
findings have direct implications for gifted education, 
as they suggest that relying on a single measure may 
overlook students who demonstrate strong cognitive 
potential despite lower achievement scores.
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The final study in this special issue, by Altiner Sert and 
Arikan (in this issue) explores the relationship between 
social-emotional learning (SEL) and mathematics 
achievement, using data from the OECD’s 2019 
Survey on Social and Emotional Skills. Their findings 
suggest that emotional regulation and open-
mindedness positively predict math performance, 
while high social engagement is negatively 
associated with achievement. Notably, SEL skills 
have a stronger predictive impact on students from 
lower socioeconomic backgrounds, reinforcing the 
importance of SEL programs in mitigating educational 
inequities.

Concluding Thoughts

The studies featured in this special issue demonstrate 
the evolving landscape of large-scale assessments, 
driven by advancements in data science, psychometric 
techniques, and a deeper understanding of student 
behavior. The findings highlight the increasing role 
of process data in improving assessment validity and 
fairness, the need for refined measurement models 
that accommodate diverse student populations, and 
the growing recognition of non-cognitive factors in 
shaping academic performance.

Future research should continue to explore AI-driven 
models for personalizing test accommodations, 
enhancing test development process and refine 
process data methodologies to improve engagement 
detection and response behavior analysis, and further 
examine the role of non-cognitive skills in educational 
assessments. As educational systems continue to 
embrace computer-based assessment practices 
and AI-driven methodologies, the intersection 
of assessment technology, psychometrics, and 
behavioral insights will remain a critical area of 
research. This special issue aims to inspire further 
innovation and interdisciplinary collaboration, 
ultimately contributing to more equitable and 
insightful large-scale assessments.
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Decoding Student Insights: 
Analyzing Response Change in NAEP 
Mathematics Constructed Response 
Items
Congning Nia,*, Bhashithe Abeysingheb, Juanita Hicksc

Abstract

Introduction

The National Assessment of Educational Progress (NAEP), 
often referred to as The Nation’s Report Card, offers a 
window into the state of U.S. K-12 education system. 
Since 2017, NAEP has transitioned to digital assessments, 
opening new research opportunities that were previously 
impossible. Process data tracks students’ interactions with 
the assessment and helps researchers explore students’ 
decision-making processes. Response change is a behavior 
that can be observed and analyzed with the help of 
process data. Typically, response change research focuses 
on multiple-choice items as response changes for those 
items is easily evident in process data. However, response 
change behavior, while well known, has not been analyzed 
in constructed response items to our knowledge. With this 
study we present a framework to conduct such analyses 
by presenting a dimensional schema to detect what kind 
of response changes students conduct and how they 
are related to student performance by integrating an 
automated scoring mechanism. Results show that students 
make changes to grammar, structure, and the meaning 
of their response. Results also revealed that while most 
students maintained their initial score across attempts, 
among those whose score did change, factor changes 
were more likely to improve scores compared to grammar 
or structure changes. Implications of this study show how 
we can combine automated item scoring with dimensional 
response changes to investigate how response change 
patterns may impact student performance.

The National Assessment of Education Progress (NAEP) 
serves as a critical metric providing valuable insights into 

student achievement across various subject areas (Johnson, 
1992). With a representative sample of students nationwide, 
NAEP offers comprehensive statistics and reports on 
academic progress of the student population. 

NAEP assessments cover multiple subjects and are 
conducted across different grade levels. In a typical NAEP 
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assessment, students will receive two cognitive blocks, 
each with a 30-minute time limit (or up to 90 minutes 
for students with extended-time accommodation). 
Students can navigate through the assessment items, 
within each block, in the order they are presented or 
via the navigation bar. Students can also revisit any 
item within the current block (National Center for 
Education Statistics, n.d.). The NAEP assessment consists 
of different item types (e.g. multiple-choice, drag-
and-drop, constructed response) and the required 
mechanism(s) to answer each of these item types 
may be different. For example, for a multiple-choice 
question (Smith, 2017) a student will simply select an 
answer choice, but for a constructed response item 
(Kloosterman et al., 2015), a student must formulate 
and type their response. Students may also change 
their response to any item as many times as they like 
if time allows. 

Student actions within the assessment are logged 
by the assessment system and these data are called 
process data (NAEP Process Data, n.d.). Behavior 
analysis, such as response change, can be conducted 
post-hoc using process data; thus, response changes 
for many item types such as multiple-choice and 
drag-and-drop, can be easily tracked since these 
items allow students to perform a limited set of actions. 
For example, in drag-and-drop items, a student is 
allowed only to drag components from a source to a 
destination. In contrast, constructed response items 
present a more complex scenario. A student may type 
their response, but by adding or deleting characters 
a student may conduct spelling changes, rephrase a 
sentence, or restructure entire sentences, which may 
also change the meaning of their original response. 
For example, a student might change "He go to 
school" to "He goes to school" (a grammar change) 
or modify "The cat sat on the mat" to "On the mat 
sat the cat" (a structural change). Unlike the limited 
actions in multiple-choice and drag-and-drop items, 
modifications for constructed response items are not 
easily visible in process data (Ivanova & Michaelides, 
2023), presenting a unique challenge in exploring 
response change behavior for this item type. 

An advantage that allows response change behavior 
to be observed easily in multiple-choice items and 
other item types is the ease of verification of the 
response choice. In multiple-choice items (Moore et 
al., 2021), given the answer key, items can be easily 
scored. When a student changes responses, it can 
be easily validated to a correct/wrong response. 
With this, it is also possible to investigate a student’s 
performance gain/loss due to the response change.  
With constructed response items, this is not as trivial, as 
responses are typically graded by humans or machine 
scored, and changes in constructed responses are not 
as easily or quickly examined.

The objective of the current study is to develop 
a comprehensive pipeline, capable of analyzing 
response changes in constructed response items and 
categorizing them into dimensions to gain a better 
understanding of their impact on student performance, 
student behavior, and learning mechanisms.

Literature Review

In this section, we will explore prior research that has 
at least tangential relationships with the investigation 
we are conducting into student editing and response 
change behaviors in constructed response items. 
First, we look at the current state of general response 
change literature as this is the first work investigating 
such student behavior. Then, we draw inspiration from 
student writing and editing research to prepare the 
background of our current investigation into response 
change for constructed response items. 

General Response Change

Response change or answer change behavior refers 
to the modifications that students make to their 
answers during an assessment (van der Linden & Jeon, 
2012; Tiemann, 2015). Understanding these changes 
is crucial, as it provides insights into cognition and 
assessment strategies. Prior work has explored student 
response change behavior in standardized paper-
pencil assessments. However, with the advent of digital 
assessments, process data has become a valuable 
resource for analyzing response change behavior. 
Process data includes timestamps and interaction 
logs that provide detailed records of student behavior 
during an assessment. This data allows researchers to 
study not just the final answer but also the sequence 
of actions leading to it (Ercikan et al., 2020).

In process data, intra-visit changes involve changing 
an answer before moving on to another question, 
while inter-visit changes occur when students revisit a 
question to revise their answers. As defined by Ouyang 
et al. (2019a), changes within the same visit could be 
due to typographical errors or immediate corrections 
and are generally not considered response changes. 
In this study, we focus on inter-visit changes. These 
changes provide insight into how students rethink 
and re-evaluate their previously written responses. 
This distinction allows us to understand the cognitive 
processes involved in checking and modifying 
responses better. Previous studies have demonstrated 
the significance of studying inter-visit changes to gain 
insights into student learning and behavior (Qiao & 
Hicks, 2020; van der Linden & Jeon, 2012).

Since inter-visit changes reflect a deeper 
engagement with the problem-solving process, prior 
research has primarily examined these behaviors 
in multiple-choice questions (MCQs). The structured 
nature of MCQs allows researchers to track response 
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changes efficiently, as process data capture distinct 
answer selections, and verification of correctness is 
straightforward (Qiao & Hicks, 2020). Consequently, 
research into response change patterns such as right 
to wrong (RW), wrong to right (WR), right to right 
(RR), and wrong to wrong (WW) is common (van der 
Linden & Jeon, 2012). These patterns help understand 
the impact of answer changes on performance. For 
example, McMorris et al. (1991) found that high-ability 
students were less likely to change their initial answers; 
but when they did, their answer changes were mostly 
from incorrect to correct. Research also shows that 
students often benefit from changing their responses 
which improve their score (Bridgeman, 2012; Tiemann, 
2015). Liu et al., (2015) used GRE data to explore 
response change patterns and found that students 
with higher abilities benefited more from response 
changes. Similarly, studies have noted the effect of 
item difficulty on response change behavior, with 
easier items having more frequent WR changes and 
harder items showing more WW changes (Al-Hamly 
& Coombe, 2005; Jeon et al., 2017; van der Linden & 
Jeon, 2012; Tiemann, 2015).

Response Change in Constructed Response Items

In constructed response items (CR), students write 
their own responses instead of selecting from a given 
set of options. This presents two unique challenges in 
observing response changes. First, in process data, 
response modifications to constructed response items 
are recorded at the character level, meaning that 
each insertion or deletion of a character is logged 
individually. However, in reality, students often revise 
entire words or phrases, which can change the 
overall meaning of their response. Second, there is no 
direct mechanism to validate students’ intermediate 
responses (i.e., responses which come before the final 
response – NAEP response data includes correct or 
incorrect scores for a given item, but this is only for the 
final response). This complexity requires a nuanced 
approach to categorize and understand these 
changes. Unfortunately, the literature on response 
change for constructed response items is scarce as 
this has not been previously analyzed with respect to 
constructed response items (Benjamin et al., 1984; Jeon 
et al., 2017; Qiao & Hicks, 2020; van der Linden & Jeon, 
2012); therefore, we draw inspiration from writing and 
editing literature to help support the foundation for 
the current research.

Research in assessment writing and CR items has 
demonstrated that students frequently make changes 
during the assessment process. These changes can 
significantly impact on the quality and correctness 
of their responses. For example, Engblom et al. (2020) 
found that students often revise their responses, 
particularly focusing on spelling corrections 
prompted by software indicators. This indicates active 

engagement in improving their responses through 
various modifications such as grammar corrections 
and sentence restructuring. Tate & Warschauer (2019) 
examined digital writing assessments and found 
that keypresses and mouse clicks provided valuable 
data on student writing processes, revealing patterns 
that correlated with writing performance. They also 
highlighted that digital writing involves different 
cognitive processes compared to traditional writing, 
including frequent revisions and modifications (Hojeij 
& Hurley, 2017).

Kim & Kim (2022) investigated student responses in 
large-scale assessments, categorizing answers into 
correct, partially correct, and various error types. 
They found that higher-achieving students tend to 
make fewer errors compared to lower-achieving 
students. A similar observation was also made by Liu 
et al. (2015). Despite the limited direct research on 
response changes in CR items within assessments, the 
studies from writing research may offer a framework 
to understand and analyze the modifications students 
make in constructed response items. To reiterate, these 
are the core concepts that we draw from the writing 
and editing literature:

1.	 when constructing their responses students 
may make revisions, focusing on particular 
modifications (Engblom et al., 2020), 

2.	 revisions can be observed by keystrokes and 
mouse clicks, providing insights into various 
patterns related to writing performance (Tate & 
Warschauer, 2019), 

3.	 students will self-edit hoping to improve their 
own writing (Hojeij & Hurley, 2017).

Purpose of Current Study

Students' writing patterns in CR items, such as adding 
or removing words, correcting spelling errors, and 
restructuring sentences are not easily captured. 
Therefore, analyzing response changes in CR items 
presents many challenges from data capture to 
analysis compared to other item types that have 
been previously researched. 

Following the prior work on writing and editing, we 
aim to explore students’ response changes in CR items 
by categorizing various text changes into dimensions 
(dimensional changes) such as grammar, structure, 
and factor. Grammar changes involve spelling or 
grammatical corrections, structure changes involve 
reordering or modifying sentence structures, and 
factor changes involve changing the conceptual 
meaning of the response. We then use a classification 
model to investigate the effects of these dimensional 
changes on student scores. 

By analyzing how students change their responses in 
CR items we hope to reach two goals: 1) address the 



March 2025, Volume 17, Issue 2, 

240

237-252

research gap of CR items response changes as well 
as the gap of a general analysis of CR items, and 2) 
propose a framework which can be used to analyze 
CR items in terms of student writing and editing. 
Through this process, we hope to analyze specific 
changes in CR items which extend further than the 
typical research into character addition/deletion. By 
exploring these dimensions, we aim to provide deeper 
insights into how students’ response change behavior 
in CR items might be related to their testing behavior, 
performance, and learning processes. 

Research questions

In our study, we aim to understand and analyze 
the dimensional changes in students' constructed 
responses. Our framework is designed to address two 
primary research questions and outline future work:

RQ1: How can we categorize response changes in 
students' constructed responses across multiple visits?

RQ2: Can we develop an item scoring model to score 
each visit response and analyze the relationship 
between dimensional changes and score changes?

Methodology

Data

Data for this study come from the 2022 NAEP Grade 
8 mathematics assessment. Specifically, we targeted 
item 7 from block MB which contains 15 items of 
different types (e.g., Multiple-Choice, Extended 
Constructed Response, Drag and Drop, etc.). Item 7 is 

a short-constructed response (SCR) item focusing on 
algebra. It is a multi-part, hard-difficulty item that poses 
a question about the intersection of two distinct lines 
in an xy-plane. Students are tasked with responding 
to a multiple-choice question and explaining their 
reasoning in a short-constructed response format 
(Figure 1). Item 7 provides a concise yet structured 
format for analyzing response changes and this item 
type allows us to systematically categorize different 
types of modifications (e.g., grammar, structure, factor) 
while ensuring a manageable scope for analysis. A 
total of 13,300 students were used in this analysis. A 
small group of students conducted revisits and further 
generated response changes. This group contains 
approximately 400 students (3%) from the block.

Sample Correct Responses

•	 Correct Selection: C. The slopes of the lines 
cannot be equal.

•	 Explanation: The slopes cannot be equal 
because if they were equal, the lines would be 
parallel. Distinct parallel lines do not intersect.

Scoring

•	 Correct: Correct selection with an acceptable 
explanation.

•	 Partial: Correct selection with a partially 
acceptable explanation or an incorrect 
selection with an explanation that supports the 
correct selection.

•	 Incorrect: Correct selection with an 
unacceptable or no explanation; or an 
incorrect response.

Figure 1. 
Item 7 screen capture from eNAEP.

SOURCE: U.S. Department of Education, National Center for Education Statistics, National Assessment of Educational Progress (NAEP) 2022 Mathematics, Grade 8.
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Data Processing

Responses to constructed response components 
are captured for each keystroke as an event and 
responses to multiple-choice items are captured as a 
numerical entry representing the option choice (i.e., 
1-A; 2-B; 3-C; 4-D) in process data. The accumulation of 
individual keystroke events creates the full response as 
typed by the student. Therefore, process data is rich in 
information on which we can conduct various analyses. 
For item 7, the student’s final response contains both 
the multiple-choice response and the constructed 
response. Using a combination of text processing 
techniques, each response can be converted into 
plain-text format. The result of data processing for item 
7 is an extended dataset that includes cleaned (e.g., 
deduplicated data) and organized (e.g., data ordered 
by timestamps) student responses, incorporating both 
the multiple-choice response and extracted plain text 
for each item visit. The data is grouped by student to 
maintain the sequence of response changes made by 
each student, ensuring a comprehensive view of their 
behavior throughout the assessment process. This is 
the dataset that will be used for analysis of both RQ1 
and RQ2.

Analysis Plan

The goal of this research is to explore and 
operationalize the response change concept for 
constructed response items. To do this, we have 
introduced procedures on what establishes a 
response change for a CR item and then further 
categorize the response changes into dimensions. The 
dimensional analysis of response change offers several 
benefits for educational assessment. It provides a 
structured mechanism to capture and analyze the 
complexity of student responses, allowing for a more 
nuanced understanding of their behavior. Moreover, 

dimensional analysis can enhance the reliability and 
validity of assessment scores and interpretations of 
scores by accounting for the various types of changes 
students make. This method can also help detect 
potential issues such as misunderstanding of the task, 
misconceptions, or lack of knowledge, providing 
valuable feedback for both students, educators, and 
researchers.

Definitions

To help operationalize response changes in 
constructed response items we provide definitions for 
aspects of student behavior that support response 
change. 

•	 Visit: Each entry into an item, performing any 
action, and then exiting the item.

•	 Response Change: When a student revisits an 
item and modifies their previous response. This 
can occur multiple times and includes any 
alteration made to the initial response.

•	 Dimensional Change: A specific type of 
modification within a response change, 
referring to a meaningful alteration(s) that 
affects different aspects of the response.

Additionally, we provide examples of each type of 
response change found in student responses to item 
7. The response changes are then aligned with the 
dimension that best describes the response change 
(Table 1).

Introduction of Study Framework

This study introduces a framework (Figure 2) that 
ties together the two research questions and allows 
us to examine response changes in constructed 
response items, explore how these changes are 
related to dimensions of change, and investigate 

Table 1. 
Dimensions of Response Change.

Response Change Type Example Dimension

Misspellings Correcting "recieve" to "receive".

Grammar 
Change

Punctuation Adding a period at the end of a sentence.

Capitalization Changing "john" to "John".

Verb Tense Changing "He go to school" to "He goes to school".

Stemming Changing "running" to "run".

Word Choice Replacing "happy" with "joyful".

Structure 
Change

Concision Changing "In my opinion, I think that" to "I think that".

Sentence Reordering Changing "He ran quickly to the store" to "Quickly, he ran to the store".

Paragraph Reorganization Changing the order of sentences or paragraphs for better flow.

Changes in Meaning Changing "He goes to school" to "He headed home".
Factor 
Change

Elaboration Expanding "The cat sat on the mat" to "The small, fluffy cat sat comfortably on the mat".

Detail Removal Removing redundant or irrelevant information to streamline the response.
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how these dimensions of change are related to 
student scores. The data processing stage highlights 
the steps necessary to prepare the data for analysis 
in RQ1 and RQ2. The stages for RQ1 and RQ2 highlight 
the process of responding to each research question 
by categorizing student response changes and 
scoring responses, respectively. Improvements to 
the framework are anticipated, which is the reason 
for modular implementation. We plan to refine our 
models and methodologies based on the findings 
from RQ1 and RQ2. The versatility of this framework lies 
in its ability to be adopted to analyze similar behavior 
in other constructed response and text-based items.

RQ1: Dimensional Changes Categorization

A simple illustration of the RQ1 model process is 
available in (Figure 3). The input for the model consists of 

pairs of constructed responses (pre-response change 
and post-response change) from students. These pairs 
of responses are processed to detect the changes 
made between attempts. Responses are converted 
into sentence embeddings using BERT, which captures 
the semantic meaning of the responses (Devlin et al., 
2019). The processed responses are then compared for 
similarity to detect changes.

To measure the similarity between sentences, 
we compute the cosine similarity between the 
embeddings of the pre-response change and post-
response change. Cosine similarity is a metric that 
quantifies the degree of similarity between two 
vectors by measuring the cosine of the angle between 
them. A value close to 1 indicates high similarity, 
meaning the response remains largely unchanged 
in meaning, whereas a value closer to -1 suggests a 

Figure 2. 
Analysis plan and framework proposed in this study.

Figure 3. 
Model of the process developed for RQ1.
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significant difference in content. This similarity score 
helps to identify changes that are not immediately 
obvious from a simple text comparison. High similarity 
indicates that responses are semantically similar, 
whereas low similarity suggests significant changes. 
To effectively categorize the response changes, we 
adopt a hierarchical structure. Factor changes take 
precedence, followed by structure changes, and 
then grammar changes. This approach ensures that 
significant changes in meaning are identified first, 
followed by changes in structure, and finally minor 
grammar changes. These changes are determined 
based on predefined linguistic rules and manual 
reviews as described later in this section.

Dimensional Change Detection

Factor changes represent significant changes in the 
underlying meaning of the text. The input for detecting 
factor changes is the fully preprocessed text, including 
lemmatization and removal of stop-words. This 
ensures that the analysis focuses on the core content 
and meaning of the responses. The model detects 
factor changes by measuring the overall semantic 
similarity between the pre-response change and 
post-response change responses. Low similarity, in 
our case less than 0.85, indicates a factor change, 
suggesting a shift in the conceptual understanding 
or approach to the problem. This threshold was 
determined through an empirical review of manually 
annotated response changes, where we analyzed the 
distribution of similarity scores and identified 0.85 as a 
point that effectively distinguished meaning-altering 
modifications from minor edits. The process involves 
tokenizing the text and extracting unique words, 
which are then compared using BERT embeddings. The 
output includes notes on the specific factor changes 
detected, such as "[Factor] meaning change."

Structure changes involve modifications to the 
arrangement of words and sentences while preserving 
the original meaning. The input for detecting structural 
changes is the preprocessed text, where words are 
lemmatized, but stop-words are retained. This helps 
to focus on the core structure of the sentences. The 
model detects structural changes by comparing the 
semantic similarity of sentence embeddings. High 
similarity with a different word order or rephrasing 
indicates a structural change. In our case, similarity 
scores greater than 0.95 indicate a structural change. 
This threshold was determined by manually reviewing 
50 samples. The detection process includes splitting 
the text into sentences and identifying common and 
unique sentences between the pre-response change 
and post-response change responses. The unique 
sentences are then compared using text embeddings 
to measure their similarity and changes in word 
choice and sentence reordering are identified. The 
output includes detailed notes such as "[Structure] 
word choice" or "[Structure] rephrasing."

Grammar changes focus on spelling, punctuation, 
capitalization, and stemming. The input for detecting 
grammar changes is the original text without any 
preprocessing for spelling correction or stop-word 
removal. This allows us to identify raw grammar errors 
and changes. The process of detecting grammar 
changes involves several steps. First, the text is 
tokenized – this is the process of breaking the text 
down into smaller units (tokens); in our case, we use the 
word tokenize1, and each token is checked for spelling 
errors. Differences in punctuation are identified by 
analyzing the counts and positions of punctuation 
marks. Capitalization changes are detected by 
comparing the case of words between pre-response 
change and post-response change responses. 
Stemming changes are identified by comparing the 
lemmatized forms of words to detect changes in word 
forms. Finally, the output includes detailed notes on 
the specific grammar changes detected, such as 
"[Grammar] misspellings" or "[Grammar] punctuation." 
The categorization of these dimensions may offer 
insights into how students modify their responses 
across multiple visits (Ouyang et al., 2019).

RQ2: Item Scoring

The item scoring model used to address RQ2 is 
shown in Figure 4. This model employs a multi-step 
classification approach to evaluate student responses 
during the revision process. We use logistic regression 
for both primary and secondary classifications, as 
we observed varying model performance when 
using other classification methods. Early experiments 
showed good performance with logistic regression. 
This method aims to accurately predict the scores for 
each visit response based on both the multiple-choice 
response and constructed response.

Item Scoring Training & Fitting

The input for this model is the resultant dataset of the 
data preprocessing section, which includes both the 
multiple-choice response and constructed response 
for each student. The model does not include 
information on the input being an intermediate 
or final response. The constructed response is 
preprocessed using text normalization techniques, 
including lowercasing, removal of stop-words, and 
text vectorization using TF-IDF (Aninditya et al., 2019). 
The response choice is one-hot encoded to create 
a numerical format suitable for machine learning 
models. The feature embedding, which is the input of 
the model, consists of the preprocessed constructed 
responses and the one-hot encoded response choice. 
The feature embedding is then put into a matrix. The 
combined matrix is then used for both primary and 
secondary classifications. The primary classification 
predicts whether a response is "Incorrect" or "Not 
Incorrect". For responses classified as "Not Incorrect," a 
secondary logistic regression model further classifies 
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them into "Partial" or "Correct." The ultimate output 
of the model is a predicted score for each response 
attempt, indicating whether the response is "Incorrect," 
"Partial," or "Correct."

During training, logistic regression models are fitted 
with a maximum of 1000 iterations. The cross-
validation process involves splitting the data into five 
stratified folds, maintaining the same ratio of each 
class in each fold. This ensures that each fold has a 
proportional representation of the different classes. The 
primary classifier is trained on the binary classification 
task (0 for "Incorrect" and 1 for "Not Incorrect"), and 
the secondary classifier is trained on the binary 
classification task (0 for "Partial" and 1 for "Correct") for 
responses predicted as "Not Incorrect." To handle the 
class imbalance in the secondary classification, we 
resampled the minority class ("Partial") to match the 
size of the majority class ("Correct").

After evaluating the model performance using 
cross-validation, the model is trained on the entire 

training dataset to generate the final model for future 
predictions. This ensures that the model is trained on 
all available data to maximize its predictive accuracy. 
The trained models, along with the vectorizer and 
encoder, are saved for future use, enabling the 
application of the model to new data. The final model 
is then applied to intermediate attempts to obtain 
"temporal scores," reflecting student performance at 
different stages of their response modification process.

By analyzing the relationship between the predicted 
scores and the dimensional changes detected in 
RQ1, we aim to gain a deeper understanding of how 
changes in student responses impact overall student 
performance.

Results

This work analyzes 13,300 students who participated in 
block MB of the 2022 NAEP mathematics assessment. 
All students who are included in the sample 
attempted the selected CR item. Results reveal that 

Figure 4. 
Model of the process developed for RQ2.

Figure 5. 
Number of students and their attempts to the selected item.

SOURCE: U.S. Department of Education, National Center for Education Statistics, National Assessment of Educational Progress (NAEP) 2022 Mathematics, Grade 8.
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many students do not revisit an item once they have 
completed their initial response. However, we did find 
a small group of students who conducted revisits and 
response changes. This analytical sample resulted in 
approximately 400 students (~3%). Results show that 
the average number of item attempts per student is 
1.06, indicating that repeated attempts are relatively 
uncommon among students. The maximum number 
of attempts recorded is 5 (Figure 5), highlighting a 
small group of students who exhibit more persistent 
engagement. Focusing on the behavior of students 
who make multiple attempts, we aim to uncover 
strategies related to response changes that can be 
used to support students in improving their problem-
solving skills and learning outcomes.

RQ1: Dimensional Changes in Student Responses

In the methodology section we introduced a process 
to categorize response changes into dimensional 
changes for constructed responses. The model 
essentially categorizes response changes into 
three dimensions: grammar, structure, and factor. 
The application of this process revealed that each 
attempt to answer could involve multiple dimensional 
changes. Specifically, the number of dimensional 
change types per attempt were distributed as follows: 
approximately 260 attempts involved two types of 
change, over 70 involved one type of change, and 
over 70 attempts involved three types of changes.

Dimensional Changes

The grammar change dimension includes misspellings, 
punctuation errors, capitalization inconsistencies, verb 
tense changes, and stemming differences. Analysis 
showed that misspellings were corrected by students 
in approximately 200 instances. Punctuation changes 
were observed in 180 instances, capitalization changes 
observed in 150 instances, and stemming changes 
were observed the least, in about 20 occurrences 
(Figure 6a).

The structure change dimension describes 
modifications to the arrangement of words and 
sentences while preserving the original meaning. 
Many structure changes fell into a broad “other” 
category and about 10 instances involved sentence 
rephrasing. Results also showed that changes in lexical 
choices were not conducted significantly (Figure 6b).

The factor change dimension refers to a significant 
shift in the underlying meaning of the response. Results 
identified about 360 instances of meaning change, 
highlighting a substantial area where students altered 
their conceptual understanding or approach to the 
item. Since the factor change dimension does not have 
subcategories requiring breakdowns like grammar 
and structure, a separate figure was unnecessary, as it 
would contain only a single bar.

Figure 6a. 
Number of students with various types of grammar 
changes.

Figure 6b. 
Number of students with various types of structure 
changes.

SOURCE: U.S. Department of Education, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP) 2022 Mathematics, Grade 8. 

Demographic Analysis of Dimensional Changes

The dimensional changes were further analyzed 
across various demographic categories to understand 
the patterns and disparities among different student 
groups. Moreover, Fisher’s exact tests were conducted 
to examine if the differences between groups were 
statistically significant. Figure 7 reports the ratios of 
students who conducted a dimensional change 
given that a response change was conducted. The 
dimensional changes were normalized by using the 
ratios to ensure an accurate representation of each 
group. 

Structure changes were slightly more prevalent 
among female students (23.7%) compared to male 
students (19.3%) but we found that the difference was 
not statistically significant (Figure 7a). Racial groups 
showed varying patterns in dimensional changes 
(Figure 7b). Factor changes were the most common 
among all racial groups, even though they were 
the least common among White students (83.2%). 
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Results from the Fisher’s exact test showed that these 
differences were not statistically significant. However, 
there were significant differences in the race category 
for structure changes, such that students from all races 
were less likely to conduct structure changes (p = .01).  

Students with an Individualized Education Program 
(IEP) and identified as having a disability (SD) showed 
slightly higher percentages of grammar (86.7%) 
and factor changes (90%) compared to students 
without IEPs and identified as not having a disability 
(Figure 7c); these differences were also noted as not 
significant. Similarly, English Learners (EL) had a slightly 
higher percentage of grammar changes (88.9%) and 
factor changes (87.6%) compared to non-El students 
(Figure 7d) which was also found to be not significant. 
However, Fisher’s exact test (p = .01) indicated that 
non-EL students were more likely to conduct structure 
changes (23.2%) compared to EL students (5.6%).

Students who were eligible/ineligible for Free/
Reduced-price lunch eligibility (Figure 7e) also showed 
varying ratios for dimensional changes that were 
not statistically significant. Overall, the most variation 
among demographic groups was for structure 
changes. The detailed breakdown of dimensional 
changes and their distribution across demographic 
groups provide a comprehensive understanding 
of student behavior and learning process in the 
assessment context. 

RQ2: Item Scoring Model

For RQ2, we implemented a dual-layer classification 
model using logistic regression for both primary and 
secondary classifications. This model was trained 
to predict student scores based on student written 
responses and student multiple-choice selection data. 
The performance of the model was evaluated using 
accuracy and classification reports. The results are 
summarized in Table 2.

Table 2. 
Model performance for predicting the score of a 
student response.

Metric Incorrect Partial Correct Macro average

Precision 0.95 0.19 0.81 0.65  

Recall 0.96 0.02 0.85 0.61 

F1-Score 0.96 0.04 0.83 0.61 

Overall 
Accuracy

- - - 0.92

SOURCE: U.S. Department of Education, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP) 2022 Mathematics, Grade 8. 

As Table 2 shows, overall accuracy of the model is 
92%. However, it is evident that the model performs 
exceptionally well in predicting "Incorrect" and 
"Correct" responses but struggles with "Partial" 
responses. This is likely due to the class imbalance, 
which was somewhat reduced by resampling 
the minority class in the secondary classification 
layer. This issue is illustrated in Table 3, where partial 
classifications are attributed to both incorrect and 
correct classes.

Figure 7a-7e. 
Analysis of dimensional changes by gender (7a), race (7b), individualized education program (IEP) (7c), limited 
English proficiency (LEP) (7d), and school lunch (7e).
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Table 3. 
Confusion matrix for the item scoring models 
performance.

Predicted

Incorrect Partial Correct

Tr
u

e

Incorrect 10050 30 350

Partial 170 10 150

Correct 370 1 2070

SOURCE: U.S. Department of Education, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP) 2022 Mathematics, Grade 8.

Application of the Trained Model

After training and evaluating, the item scoring model 
was applied to all attempts to generate predicted 
scores. These results provided insights into how 
students' scores changed between attempts. Given 
the concise nature of the written responses, it was 
anticipated that changes in the meaning of responses 
(factor changes) were more likely to result in score 
modifications compared to grammar or structure 
changes. However, results revealed that most students 
maintained their initial score across attempts. Among 
those students whose score did change, however, 
factor changes were more likely to improve scores 
compared to grammar or structure changes. The 
heatmaps in Figure 8a-8c illustrate the percentage 
of score transitions for grammar, structure, and factor 
dimensional changes.

Improvements and decreases in scores across all 
three dimensions are quite similar. We observed the 
best improvement in score for students conducting 
structure changes at 6.6% (sum of all the green boxes 
in Figure 8b). Grammar and factor changes improved 
5.5% of student responses (the sum of all the green 
boxes in 8a and 8c, respectively). Structure or factor 
changes contributed to student score decreases 
2.2% of time (sum of all the red boxes in 8b and 8c, 
respectively), while grammar change decreased 
student scores 2.3% of the time (sum of all the red 
boxes in 8a). Overall, more students increased their 
score rather than decreasing it when performing any 
dimensional change.

Demographic Analysis of the Item Scoring Model

Because changes to the factor dimension create 
the most change in scores, demographic analysis 
regarding student performance is only shown with 
respect to factor changes. An examination of gender-
based differences indicates that both male and 
female students show a moderate proportion of score 
improvements from "Incorrect" to "Correct" (0 to 2) 
following factor changes (Figure 9). Specifically, 3% 
of male students and 4% of female students exhibit 
this transition. Conversely, the shift from "Incorrect" 
to "Partial" (0 to 1) is less prevalent, occurring in 2.5% 
of female students and 1.2% of male students. As 
previously mentioned, a large majority of students 

maintained their scores across change attempts (0 to 
0; 2 to 2). Overall, these observations suggest a slightly 
higher likelihood of score improvement among female 
students after making factor changes.

Figure 8a-8c. 
Performance of the item scoring model for grammar 
changes (8a), structure changes (8b), and factor 
changes (8c) represented in a confusion matrix 
heatmap.

SOURCE: U.S. Department of Education, National Center for Education Statistics, 

National Assessment of Educational Progress (NAEP) 2022 Mathematics, Grade 8.
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Analyzing factor changes by race reveals distinct 
patterns of score transitions among different 
demographic groups (Figure 10). Native Hawaiian/
Pacific Islander students exhibit the highest rate 
of improvement from "Incorrect" to "Partial" (0 to 
1) at 25.0%. For the transition from "Incorrect" to 
"Correct" (0 to 2), students identified as Two or M 
ore Races display the highest rate at 8.3%, while all 
other groups have similar rates of transition. Among 
the groups maintaining their correct scores (2 to 
2), Asian students stand out with the highest rate of 
23.8%, followed by White students at 16.2%. Another 
interesting observation is that American Indian/Alaska 
Native students appear only to have retained their 
score, without improving (0 to 0). Other demographic 
variables (i.e., IEP, LEP, School Lunch) did not show 
meaningful patterns in factor changes; thus, we did 
not report them in this study.

Discussion & Conclusion

In this study we analyzed the data from over 13,300 
students who participated in the 2022 NAEP Grade 
8 mathematics assessment. The selected item for 
analysis requires students to select an answer choice 
and then explain their reasoning. Prior research 
suggests that students engage in response change 
behaviors (e.g., Engblom et al., 2020; Jeon, De Boeck, 
et al., 2017; McMorris et al., 1991), some of which are 
positively related to problem-solving behaviors that 
help improve student performance (Al-Hamly & 
Coombe, 2005; Beck, 1978; Liu et al., 2015). Although 
there has been research conducted in response 
change behavior, to our knowledge response change 
analysis for constructed response items has not 
been conducted. Thus, our work contributes to this 
research area by introducing dimensional categories 
to analyze how students change their responses and 
by introducing how we can combine automated 

Figure 9. 
Score transition patterns in factor dimension by gender.

SOURCE: U.S. Department of Education, National Center for Education Statistics, National Assessment of Educational Progress (NAEP) 2022 Mathematics, Grade 8.

Figure 10. 
Score transition patterns in factor dimension by race.

SOURCE: U.S. Department of Education, National Center for Education Statistics, National Assessment of Educational Progress (NAEP) 2022 Mathematics, Grade 8.
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item scoring with dimensional changes, to investigate 
how response change patterns may impact student 
performance.

To realize the above goal, two models (one algorithmic 
model and one machine learning model) were created 
to extract dimensional changes from constructed 
responses and then score the intermediate responses. 
Both models were analyzed for their accuracy and 
performance; thus, both models demonstrated the 
ability to accurately categorize dimensional changes 
and predict scores. Together, the components of 
this work encapsulated a framework to analyze 
constructed response items. The framework was 
created so that the components are loosely coupled, 
meaning that each component can be changed 
without making heavy changes to the framework 
itself. This makes the framework accessible for 
discovery of any new dimensions, while also helping 
to improve the item scoring model without changing 
the base of the framework. This framework supports 
the research goal by creating an end-to-end system, 
therefore reducing engineering challenges potentially 
faced by others who are interested in this framework 
for their research in the future.

As noted in the results section, we observed that 
only a small number of students conducted response 
changes. However, the patterns and changes within 
this small group of students can still provide valuable 
insights about student assessment behaviors. The small 
group size of response changing students indicates 
that persistent engagement in students is uncommon 
behavior, or at least for constructed response items. 
However, it is still interesting to note that students who 
showed engagement and changed their response 
were more likely to improve their score. This was 
highlighted in the literature (Jeon et al., 2017; van 
der Linden & Jeon, 2012) and also in the results we 
presented in the previous section. While this is an 
observed phenomenon in literature it seems as if the 
student population is yet to understand the impact of 
response changes could bring.

RQ1

Analyzing dimensional changes with respect to 
response change is a novel application. However, 
similar analyses have been conducted in other areas 
such as writing and editing research (Engblom et al., 
2020; Malekian et al., 2019; Tate & Warschauer, 2019). 
Since this work analyses a constructed response item, 
we found that tangential research in writing and 
editing was helpful and helped to provide context 
for the results of this study. We learned from this 
literature that students tend to make edits/changes 
to their responses focusing on specific modifications, 
hoping that these modifications would improve their 
score (Engblom et al., 2020; Hojeij & Hurley, 2017). We 
formulated the dimensional categorization on this 
premise and analyzed how students make changes.

The findings of the dimensional categorization 
process are interesting. Overall, we observed that 
students tend to conduct more grammar changes 
which is parallel to the findings of Engblom et al. 
(2020). Simple changes such as spelling fixes and 
punctuation are visible and easy to conduct. Structure 
and factor changes require increased effort from the 
student and since the item is at the second half of the 
assessment this may be a reason for that behavior 
to be displayed less (Lee & Jia, 2014; Pools & Monseur, 
2021; Setzer et al., 2013). However, when observing the 
demographic breakdown of the dimension results, 
results show that grammar and factor changes are the 
most used categories of response change. Another 
interesting observation from the results of RQ1 was 
the disparity in structure changes between English 
Learners (EL) and non-EL. Non-EL students showed 
evidence of structure change nearly four times more 
than EL students. Modifications to the arrangement of 
words and sentences made by non-EL students, while 
preserving the original meaning of their responses, 
potentially suggests that non-EL students have a 
stronger command of the language. 

RQ2

In general response change literature, for other item 
types, researchers tend to explore how the change 
itself will impact the students score (scoring only the 
final attempt). However, with NAEP process data we 
can extract the intermediate responses using process 
data as well as the final scored response. Obtaining 
the score for intermediate responses is not trivial. For 
a multiple-choice item it is a matter of validating 
the intermediate choice against the answer key. 
However, for constructed response items, validating 
the intermediate response is not a straightforward 
process. Therefore, to obtain intermediate scored 
responses we trained a machine learning model. 

The scoring model is a logistic regression model 
trained with a few natural language processing 
features which we engineered for this study. While 
evaluating the model, we noted that the model 
performed greatly in predicting incorrect and correct 
scores, but with partial scores, the model struggled 
possibly due to class imbalance. The issue of class 
imbalance is a difficult issue which in some cases 
can be solved via resampling or data augmentations 
(Chawla et al., 2002). We oversampled for the minority 
class; however, we did not see improvements in our 
model for the partial score group. The most likely 
reason in such cases is that either the model is too 
simple or the features that are fed into the model are 
not comprehensive enough to capture the underlying 
patterns. While it is true that this is a simple model, the 
features also could have contributed to the decreased 
performance in the partial class.

Even with such challenges we were able to still 
employ the model to extract student scores on 
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dimension and response changes. While there 
were multiple dimensional changes observed that 
impacted student performance, factor changes - 
which involve changes in the meaning of responses 
- were particularly influential in leading to changes in 
scores. As mentioned before, grammar and structure 
changes do constitute as changes; however, they 
may not change the response in terms of conceptual 
understanding. Changes to the factor dimension are 
highly impactful since they effectively change the 
meaning of the response. To conduct this change, a 
student may need to change their comprehension of 
the question or recall new ideas and facts that would 
change their understanding and thus change the 
core of their response. When students made factor 
changes, they were more likely to improve their scores 
from incorrect to correct. This again is parallel to many 
response change literature for other item types (Jeon 
et al., 2017; van der Linden & Jeon, 2012).

Implications

Furthermore, the insights gained from this study have 
practical implications for educational practices and 
assessment designs. For example, by understanding 
the types of changes that most significantly impact 
student performance, educators can tailor their 
feedback and instructional strategies to address these 
areas specifically. This approach can help improve 
student learning outcomes by providing more targeted 
and effective support. For instance, we may find that 
correcting grammar (like grammatical changes) 
can have a larger impact on score improvement in 
extended constructed responses compared to short 
constructed responses, which could have potential 
implications for instructional strategies. This work may 
also help in detecting potential cheating behavior, as 
unusually high frequencies of certain types of answer 
changes might indicate aberrant behavior (Jeon et 
al., 2017; van der Linden & Jeon, 2012). Additionally, 
insights gained from response change analysis may 
guide the development of interventions to improve 
student learning outcomes by addressing common 
misconceptions or errors identified through their 
changes in responses.

In terms of the utility of process data, the current 
study showed the potential to incorporate process 
data into scoring measures to provide more nuanced 
interpretations of scores, especially for constructed 
response items. The use of process data to explore and 
score intermediate constructed responses provides a 
path to better understand student scores overall. Using 
process data in this way also serves as an example of 
a higher-level use of process data, according to the 
framework by Bergner & von Davier (2019).

Limitations and Future Directions

Although the current study does add to the body of 
research regarding response change analysis, the use 

of process data, and machine learning methods, it is 
not without its limitations. There are some limitations 
in the analysis and in the framework designed to 
respond to the two research questions that we want 
to address and learn from to better navigate future 
research.

First, although this work focuses on student response 
change behavior with respect to their writing 
behaviors, the item we used to analyze this behavior 
comes from a mathematics assessment. As students’ 
writing skills are not explicitly measured in this selected 
item or even in the mathematics subject, grammar and 
coherence in explaining their answer may not fully 
matter in the final response score. In the results section 
we noted how grammar and structure changes did 
not contribute as much as factor change to student 
scores. If we conducted the same analysis in other 
assessment subjects where writing skills are more 
explicitly needed (e.g., reading and writing) we might 
see variations in the impact of dimension on scores. In 
future research, we would like to investigate the use of 
our framework on response change when language 
and writing have a more significant effect on student 
scores, such as the NAEP Reading assessment.

Second, analysis in the current study is conducted 
using process data collected from one item. While the 
observations made about student response change 
behavior is consistent with literature from other item 
types, to make claims about student behavior on 
constructed response items we must conduct a 
more comprehensive behavior analysis on other CR 
items across subjects and years. With our current 
framework, the ability to analyze other subjects is 
fairly straightforward; we would only have to train the 
automated scoring model specifically for each new 
item. Third, only around 3% of students conducted 
response changes to the selected item. Learnings 
from these students may not generalize to the larger 
population of students. However, this small sample 
is consistent given that we expect lower response 
changes to CR items in comparison to other items, as 
it takes more effort to conduct a dimensional change 
in CR items. 

If one expects to conduct response change analysis 
with respect to student performance gain/loss they 
must have the means to obtain scores for students’ 
intermediate responses. An improvement we note 
for future research is the automated scoring model. 
Performance metrics depend heavily on how 
accurate the model is and while the model we used 
has acceptable performance there may still be better 
models. Future work will focus on upgrading the 
model to enhance its performance further. This may 
include incorporating more sophisticated machine 
learning techniques, engineering better features and 
leveraging larger datasets to refine the accuracy 
and reliability of the classification (Latif & Zhai, 2024; 
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Morris et al., 2024; Tyack et al., 2024; Whitmer et al., 
2023). Specifically, with large language models (LLMs), 
we could improve performance to accommodate 
the issues with the partial class classification. 
Additionally, we would like to integrate the framework 
into interactive applications, to better visualize the 
outcomes of dimensional changes. These tools could 
make it easier to identify key patterns and provide 
insights into student learning behaviors. We look 
forward to further investigations to improve in this 
area.

The framework developed with this work consists of 
several components which are independent of each 
other, hence with the development of the field we 
believe it would also be possible to improve each 
component in the future. In conclusion, the current 
study lays the groundwork for a comprehensive 
framework for analyzing student responses and 
identifying key patterns in response changes. 
With continued development and application, 
our framework holds the promise of significantly 
advancing our understanding of student learning 
and student testing behavior to improve educational 
outcomes across diverse contexts.

Footnotes

1https://nltk.org/api/nltk.tokenize.word_tokenize.html
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Abstract

Introduction

This study explored the effectiveness of extended time (ET) 
accommodations in the 2017 NAEP Grade 8 Mathematics 
assessment to enhance educational equity. Analyzing NAEP 
process data through an XGBoost model, we examined if 
early interactions with assessment items could predict 
students’ likelihood of requiring ET by identifying those 
who received a timeout message. The findings revealed 
that 72% of students with disabilities (SWDs) granted ET 
did not use it fully, while about 24% of students lacking ET 
were still actively engaged when timed out, indicating a 
considerable unmet need for ET. The model demonstrated 
high accuracy and recall in predicting the necessity for ET 
based on early test behaviors, with minimal influence from 
background variables such as eligibility for free lunch, English 
Language Learner (ELL) status, and disability status. These 
results underscore the potential of utilizing early assessment 
behaviors as reliable predictors for ET needs, advocating 
for the integration of predictive models into digital testing 
systems. Such an approach could enable real-time analysis 
and adjustments, thereby promoting a fairer assessment 
process where all students have the opportunity to fully 
demonstrate their knowledge.

During the 2021-22 academic year, approximately 7.3 
million students—or 15% of all public-school students 

in the United States—received special education services 
under the Individuals with Disabilities Education Act (IDEA), 
marking an increase from 13% in 2010-11 (De Brey et al., 
2023). This growing demographic underscores the critical 
need to refine educational assessments to ensure they 
accurately reflect the abilities of students with disabilities. 
Most educational assessments are administered under 
standardized conditions, including the content, scoring, and 
administration, to guarantee that the results reflect students’ 
abilities and not differences in assessment conditions.

Keywords: 

Extended Time Accommodation, NAEP Assessment, Process 
Data, Machine Learning, Test-Taking Behavior, Equitable 
Accommodations.
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Although standardized assessments aim to ensure 
fairness, they may inadvertently compromise the 
validity of test scores for students with disabilities 
(SWDs) by introducing construct-irrelevant variance—
elements of the assessment process that are 
unrelated to the skills or knowledge being tested. 
Accommodations such as extended time (ET), sign 
language interpreters, and braille are implemented to 
mitigate construct-irrelevant variance by tailoring the 
administration format to the unique needs of SWDs, 
thereby facilitating a more equitable assessment 
environment (Bolt & Thurlow, 2006).

Federal law mandates the provision of 
accommodations for students with disabilities on both 
federal and statewide assessments to promote fairness 
and validity. However, despite legal requirements, 
the implementation and decision-making process 
regarding these accommodations often lacks clear, 
empirically-based guidelines. Individualized Education 
Program (IEP) teams, which include parents, regular 
education teachers, and special education teachers, 
have the responsibility to determine appropriate 
accommodations for each student with disabilities 
but often do so without sufficient data or guidance 
on their effectiveness or appropriateness (Hollenbeck, 
2005).

Extended time has been shown to significantly improve 
the performance of students with disabilities, such 
as those with learning disabilities, ADHD, or anxiety 
disorders by allowing them to better demonstrate 
their knowledge and skills without the pressure of time 
constraints (e.g., Elliott & Marquart, 2004; Lovett, 2010). 
Potential mechanisms for the influence of extended 
time on students’ performance include reduction 
in test-related stress, increased confidence and 
motivation (Alster, 1997; Elliott & Marquart,2004; Lovett 
& Leja, 2013), 

When students who need extra time to complete an 
assessment are not provided with this accommodation, 
their performance may suffer significantly. Under time 
pressure, these students might start getting anxious 
and lose confidence and motivation. They may also 
rush to answer questions, a phenomenon known 
as speededness (Lu & Sireci, 2007). All these issues 
challenge the validity of the assessment results. 

Although theoretically possible, removing all time 
constraints from assessments is impractical. Instead, 
we argue that monitoring students' progress during an 
assessment to identify those falling behind can allow 
for timely interventions. The timing of such interventions 
is crucial; too early, and it risks misidentifying students 
who do not require extra time, while too late can 
mean students have already hastened their responses 
to their detriment. This study seeks to find a balanced 
approach to when and how to grant additional 

time based on model fit statistics, thus determining 
the ideal point during an assessment to make these 
critical decisions (Lipnevich & Panaderom, 2021). 

The introduction of digitally-based assessments opens 
new possibilities for more precisely tracking and 
analyzing students' test-taking behaviors through 
process data. This data can provide valuable insights 
into how accommodations are used and the extent 
to which they are effective. By employing advanced 
machine learning techniques to analyze process 
data from digital assessments, this study aims to not 
only enhance our understanding of how students 
utilize ET but also refine the decision-making process 
regarding its allocation. This innovative approach 
has the potential to make educational assessments 
more adaptive and inclusive, ensuring that they truly 
reflect student competencies and support equitable 
educational outcomes, fully aligning with the federal 
mandate for accessibility and fairness in educational 
testing.

Relevant Literature

The existing body of literature on ET accommodations 
reveals complex interactions between 
accommodations and test performance across 
various domains, including mathematics, reading, and 
college entrance exams. The review of the literature 
by Sireci et al. (2005)  gave support to the interaction 
hypothesis, positing that while SWDs benefit from 
ET, students without disabilities (SWODs) do not. A 
differential boost in test performance favoring SWDs 
has also been documented (Fuchs et al., 2005; Gregg 
& Nelson, 2012), indicating that ET can significantly 
impact the fairness and equity of testing outcomes.

Despite these findings, traditional studies have 
predominantly relied on paper-based assessments, 
which do not provide granular data on how test-takers 
interact with test items and the testing environment. 
The introduction of digitally based assessments has 
begun to shift this landscape. The use of process data 
from digital platforms allows for a nuanced analysis of 
test-taker behaviors, including time management and 
problem-solving strategies (Lee & Haberman, 2015; 
van der Linden, 2019). This digital transition is critical 
as it provides an empirical basis for examining the 
temporal dimensions of test-taking, such as differential 
speediness (van der Linden et al., 1999) and the use of 
accessibility supports (Lee et al., 2021).

Notably, previous research has shown that SWDs 
often exhibit slower response times in both cognitive 
and academic tasks compared to their non-disabled 
peers, highlighting the relevance of ET (Wolff et al., 
1990; Ofiesh et al., 2005). However, response time 
effort (RTE) measures, which assess the effort and 
motivation behind responses (Wise & Kong, 2005), 



255

Leveraging Process Data to Identify Students Who May Benefit from Extended Time / Ogut, Circi, Huo, Hicks & Yin

have been underutilized in the context of accessibility 
and accommodation research, especially in digital 
settings.

One significant gap in the literature is the reliable and 
valid identification of students who would benefit 
most from ET accommodations. Lovett (2010) critiqued 
the existing methods for determining eligibility for ET 
accommodations, which often rely on subjective 
judgments or diagnostic labels, pointing to a need 
for more objective and data-driven approaches. 
This research presents meaningful advancements to 
the existing literature on ET and digital educational 
assessments. By employing advanced machine 
learning techniques to analyze NAEP process data, 
this study aims to uncover patterns of ET use during 
assessments and addresses a crucial gap by offering 
an empirical, data-driven methodology for assessing 
the applicability of ET accommodations. This 
contributes significantly to the digital transformation 
of our education systems and the pursuit of equitable 
educational practices. 

Current Study

This study had three primary objectives to enhance 
our understanding of ET usage in digital assessments 
through process data analysis. Firstly, we sought to 
provide empirical evidence supporting the use of ET 
accommodations by analyzing the typical extent of 
usage and profiling the characteristics of students 
who avail themselves of ET. Secondly, we investigated 
whether there are discernible differences in test-taking 
behaviors—such as task interaction, time allocation 
on individual items, and accommodation usage—
among students when engaged with the assessment. 
Lastly, we employed predictive analytics to identify 
students at risk of not completing the assessment 
within the designated time, while they were still in the 
early stages of the assessment. The study was driven 
by the following research questions:

1.	 How is ET accommodation utilized by students, 
and does this usage vary according to the type 
of disability?

2.	 Are there observable differences between 
students with and without ET accommodations 
in interacting with the assessment (e.g., time 
spent on tasks and the number of actions 
performed)?

3.	 Can initial task engagement behaviors, such 
as time spent on tasks and student actions, 
predict which students may require ET 
accommodations?

Methods

Data 

In this study, we analyzed two restricted-use 
datasets from the 2017 NAEP Grade 8 Mathematics 

assessment: process data and response data. The 
National Assessment of Educational Progress (NAEP) 
is the foremost national assessment, providing a 
comprehensive and ongoing evaluation of the 
knowledge and skills of students from both public 
and private schools throughout the United States 
across various academic subjects. With the transition 
to digital assessments in 2017, NAEP began collecting 
new types of data, allowing for detailed insights into 
student behavior during assessments. This includes 
metrics such as the duration students spend on tasks, 
their problem-solving approaches, and the utilization 
of available tools or features (National Center for 
Education Statistics, 2023). The process data for this 
analysis included records from an assessment block 
comprising approximately 28,000 participants. The 
NAEP response data encompasses information from 
the student background questionnaire, responses 
to cognitive items (i.e., mathematics assessment 
questions), teacher surveys, and school surveys. After 
processing and cleaning the process data, it was 
merged with the response data using student-level 
unique identifiers (i.e., pseudo IDs). Approximately 
2 percent of the records were excluded from the 
analysis due to data quality issues, such as interrupted 
assessment sessions.

Measures

In the National Assessment of Educational Progress 
(NAEP), students granted the ET accommodation are 
allowed up to three times the standard time allocated 
for the assessment block. For the Grade 8 mathematics 
assessment, this translates to 90 minutes for students 
with ET accommodations, compared to the standard 
30 minutes for those without. To identify students 
who, while not eligible for ET accommodations, 
might benefit from additional time, we focused on 
those unable to complete the assessment within the 
allotted period. We employed two primary measures 
for this analysis: one based on response data (i.e., ET 
accommodation status) and another on process data 
(i.e., ET accommodation usage).

Process Data Measures:

Extended Time Usage: We categorized students who 
were granted ET accommodations into those who 
utilized ET and those who did not, based on their total 
assessment time. Students exceeding the 30-minute 
limit (1800 seconds) were considered to have used ET.

Timeout Message: During the digital assessments 
conducted on tablets or laptops, a "timeout message" 
alerts students that their time has expired. This feature 
is critical for identifying students who might benefit 
from ET despite not being eligible. We analyzed the 
occurrence of timeout messages received by students 
while actively engaged in a task, using process data to 
determine whether the student was actively working 
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at the time of expiration. A binary indicator was 
then created to identify these students as potentially 
needing ET.

Measures of Student Interaction with the Assessment. 
We recorded the time and action related measures 
of students’ interaction with the assessment for each 
math assessment item they attempted.  Since NAEP 
allows students to navigate through the assessment 
in any order, including skipping items, we could not 
rely on item order as they appeared in the assessment 
for these measures. Instead, we defined “interaction” 
as referring to student entering and exiting any item. 
If a student revisits the same item again, under this 
definition, we recorded that interaction as separate 
from the earlier interaction with the same item. 
Therefore, in our analyses the item interaction order 
does not correspond to item order as they appear 
in the assessment. Using “interaction” variable that 
is agnostic to item order enabled us to control 
for students' preferences in interacting with the 
assessment items.

Early Interactions: We focus on the first 10 items, as 
analyzing these initial interactions offers an optimal 
balance between the timing of the additional time 
appraisal and the accuracy in identifying students 
likely to exhaust their allotted time.Exit Time and 
Actions: For the first 10 item interactions, we defined 
"exit time" as the total time a student spent from the 
start to the end of the current item interaction. We 
also tracked "actions" taken during each interaction, 
such as modifying a response or adjusting text in 
open-ended questions. The total number of actions, 
encompassing selecting options, focusing or 
defocusing on text fields, calculator key presses, and 
scratch work adjustments, was calculated for each 
item interaction to gauge student engagement levels.

Frequently Accessed Items: We identified items that 
were most frequently accessed by students during 
specific interactions, providing insights into item 
preferences and engagement patterns.

Response Data Variables

Not Reached Items: The concept of a "not reached" 
item, which stems from traditional paper-and-pencil 
assessments, is used by NAEP to identify items that a 
student did not respond to due to time constraints. 
Unlike the process used in paper assessments, 
NAEP does not utilize process data to determine not 
reached items. Instead, it assesses the responses at 
the end of an item block; if a student has one or more 
missing responses to subsequent items, those items 
are classified as "not reached."

Item Type: Information regarding the item type, such 
as multiple-choice single select or match multiple 
select, is extracted from the response data. This helps 

in understanding how different item types might affect 
the time needed and the strategies used by students 
during the assessment.

Demographics: Detailed demographic data, including 
disability status, English language learner status, 
eligibility for free or reduced-price lunch, specific 
types of disability, and whether ET was provided as 
an accommodation, are gathered from the response 
data. This information is crucial for both descriptive 
analyses, which aim to outline the characteristics of 
the study population, and predictive analyses, which 
seek to identify factors influencing the need for 
accommodations like ET.

Analysis

We utilized descriptive statistics and predictive 
analytics to address the research questions posed in 
this study. Initially, we extracted timing and interaction 
data from the process data. Using descriptive statistics, 
we conducted t-tests to explore patterns of ET usage 
and students' interactions with the assessment, 
focusing on both the general student population 
and specifically on students with disabilities. We also 
analyzed the relationship between the number of 
interactions with an item, the average cumulative 
time spent before exiting the item, and the number of 
actions taken by students.

For investigating the predictors of ET usage, we 
implemented machine learning-based predictive 
analytics. The dependent variable in these analyses 
was a binary indicator representing whether a 
student was actively interacting with an item when 
the time expired. The independent variables included 
demographic data such as English Language Learner 
(ELL) status, Disability status, the provision of ET 
accommodations, eligibility for free or reduced-price 
lunch, and various measures derived from process 
data that depicted students' interactions with the 
assessment.

Our predictive modeling began with logistic regression 
as a baseline approach. To enhance the robustness 
of our findings, we also utilized the XGBoost model, a 
decision-tree-based ensemble technique employing 
a gradient-boosting framework, noted for its 
effectiveness in various studies (Chen & Guestrin, 2016; 
Sahin, 2020; Osman et al., 2021). We tested multiple 
models incorporating different sets of timing and 
action variables to identify students who were more 
likely to benefit from ET accommodations by predicting 
those at risk of receiving a timeout message during 
the assessment. The models' hyperparameters were 
meticulously optimized using Bayesian Optimization 
(Nogueira, 2014) to enhance predictive accuracy, as 
detailed in Table 1 of our results section.
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Table 1. 
XGBoost Hyperparameters Used in the Analysis

Hyperparameter Bounds Used

Step size shrinkage used in update to 
prevents overfitting (learning_rate).

[0.01, 0.3]

Number of gradient boosted trees. 
Equivalent to number of boosting rounds 
(n_estimators).

[50, 500]

The maximum depth of a tree (max_
depth).

[3, 10]

Control the balance of positive and 
negative weights, useful for unbalanced 
classes (scale_pos_weight).

[1, 5]

Note: Hyperparameter names are in parentheses. Additional details on XGBoost 
hyperparameters can be found at https://xgboost.readthedocs.io/en/stable/
parameter.html.

Bayesian Optimization requires a target score to 
evaluate the model’s predictive power. Expanding 
upon the concept of the F-measure, which is 
calculated as the harmonic mean of precision and 
recall, we utilized the Fbeta-measure. The Fbeta-
measure, or Fβ, includes a configurable parameter 
known as beta.

In our analysis, we adopted a larger beta value (beta=2), 
which inherently emphasizes recall over precision in 
our evaluation metrics. Specifically, this adjustment 
places less emphasis on precision—the proportion of 
students who were actually engaged with an item 
at the time of timeout among those identified—and 
more on recall—the proportion of correctly identified 
students who were engaged at timeout among all 
such students. This approach, denoted as the F2 score, 
aims to maximize the identification of students who 
could benefit from ET accommodations.

We partitioned the analytical dataset into two subsets, 
utilizing 80% of the data for training and reserving 
20% as test data. The features for the predictive 
models included the exit times from the first 10 task 
interactions, the number of actions within the first 10 
minutes, and various student demographic factors 
(such as whether ET was granted, eligibility for free or 
reduced-price lunch, special education status, and 
English Language Learner status).

To optimize the model's parameters, we conducted 
a 5-fold cross-validation combined with Bayesian 
Optimization on the training data. After determining 
the best hyperparameters, we applied both logistic 
regression and XGBoost models to the training dataset 
and evaluated their performance on the test dataset, 
which helped assess the models' generalizability 
beyond the training data. For interpretation of the 
machine learning models, we utilized SHapley 
Additive exPlanations (SHAP) values, which provide 
insights into the contribution of each feature to the 
predictive outcomes (Lundberg et al., 2020).

Results

In the composition of our analytical sample, 
approximately 10% of the participants were SWDs, 
with more than half of these students identified 
as having specific learning disabilities, as detailed 
in Table 2. Other prevalent disabilities within the 
sample included speech impairments, emotional 
disturbances, and autism. In the subsequent sections, 
we present and discuss the findings corresponding to 
each of our research questions.

Extended Time Usage (RQ 1)

As indicated in Table 2, among all students who were 
granted ET accommodations, only 25.1% utilized it. 
SWDs exhibited a slightly higher usage rate of ET at 
27.4%, compared to 25% among SWODs. Usage rates 
among SWDs varied, ranging from 22.2% for students 
with intellectual disabilities (ID) to 28.1% for students 
with specific learning disabilities (SLD); however, these 
differences were not statistically significant.

Regarding the time spent on the assessment 
block, students, on average, spent 1462.10 seconds 
(approximately 24.37 minutes). Those without ET 
accommodations spent an average of 1444.45 
seconds (around 24.07 minutes), while those with 
ET accommodations spent significantly more time, 
averaging 1681.44 seconds (about 28.02 minutes). 
Detailed minimum and maximum times spent are 
available in Table S1 in the supplemental files.

Subgroup analysis revealed variations in time spent 
on the assessment across different student categories. 
Among SWODs, those with ET accommodations took 
notably longer—1807.30 seconds (approximately 
30.12 minutes)—compared to their peers without 
accommodations, who took 1446.70 seconds (about 
24.11 minutes). SWDs with ET accommodations spent 
an average of 1647.98 seconds (approximately 27.47 
minutes), while those without accommodations 
used about 1395.26 seconds (around 23.25 minutes). 
Specifically, students with autism, emotional 
disturbance (ED), specific learning disabilities (SLD), 
and speech impairment (SI) all spent more time on the 
test when granted ET accommodations compared 
to those without. The most significant difference was 
observed in students with SI, where those with ET 
used 1798.53 seconds (approximately 29.98 minutes) 
versus 1420.57 seconds (about 23.68 minutes) for those 
without.

Further, we examined the prevalence of timeout 
messages and items marked as "not reached" during 
the assessment, comparing across disability types 
and the use of ET accommodations. Table 3 illustrates 
that among all students, 23.62% of those without ET 
accommodations received a timeout message, a stark 
contrast to only 1.41% of those with ET accommodations. 
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Similarly, 21.87% of students without accommodations 
did not reach one or more test questions, compared 
to 7.95% of those with ET accommodations. Among 
SWODs, 23.52% received timeout messages without 
ET accommodations, significantly reduced to 1.39% 
for those with accommodations. The pattern was 
similar for "not reached" items, with 21.75% of students 
without ET accommodations and 8.78% with ET 
accommodations failing to reach certain tasks.

SWDs showed a similar trend, with 25.87% 
without ET accommodations receiving timeout 
messages, compared to only 1.41% of those with 
accommodations. For "not reached" items, 24.59% 
of SWDs without ET accommodations did not reach 
tasks, significantly reduced to 7.73% among those 
with ET accommodations. When analyzed by 
specific disability types, all groups—including those 
with autism, ED, hearing impairment (HI), intellectual 
disability (ID), SLD, and SI—demonstrated lower rates 
of timeout messages and not reaching tasks when 
provided with ET accommodations. For instance, 
autistic students without ET accommodations had 
23.53% receiving timeout messages and 22.06% not 
reaching certain tasks, which dramatically decreased 
to 0% and 10%, respectively, with ET accommodations. 
These patterns of reduction were consistent across 
the other disability types, underscoring the significant 
benefits of ET accommodations in reducing timeouts 
and instances of incomplete tasks, thus enabling a 
more thorough assessment of student knowledge and 
capabilities.

Assessment Interactions of students with ET and 
without ET accommodation (RQ 2)

Table 4 offers an in-depth overview of the most 
frequently accessed items during the assessment, 
detailing the item type, average exit time, and the 
number of actions during the first ten interactions 
with any item. It also highlights variations based on 
whether students received a timeout message. Given 
the flexibility of the assessment format, students can 
interact with items in a non-linear order, potentially 
revisiting earlier items to revise their responses after 
gaining clearer insights from subsequent questions.

The initial interaction typically involved VH356842, a 
non-cognitive item focusing on completion directions. 
Students without a timeout message completed this 
task in an average of 10.88 seconds (approximately 0.18 
minutes) with 3.18 actions, while those who received 
a timeout message took slightly longer, exiting at an 
average of 12.37 seconds (about 0.21 minutes) with a 
comparable number of actions (3.23).

During the second interaction, the most engaged item 
was VH266695, a multiple-choice single select (MCSS) 
item. Students without a timeout message spent an 
average of 46.01 seconds (about 0.77 minutes) with 
6.12 actions. In contrast, those with a timeout message 

took longer, exiting the task after an average of 62.01 
seconds (approximately 1.03 minutes) and performing 
more actions (7.90).

The third interaction frequently involved VH304549, 
a match multiple select (MatchMS) item. Students 
without a timeout message exited this task in 102.64 
seconds (roughly 1.71 minutes) with 11.00 actions, 
whereas those with a timeout message took longer, 
exiting at an average of 132.24 seconds (about 2.20 
minutes) with 11.91 actions.

This pattern was consistent across all interactions, with 
students receiving timeout messages consistently 
exiting items later and engaging in more actions than 
those without such messages. By the tenth interaction, 
involving another MatchMS item, VH261992, students 
without a timeout message averaged an exit time of 
579.19 seconds (about 9.65 minutes) with 11.88 actions. 
Conversely, those who received a timeout message 
took significantly longer, exiting at an average of 
820.26 seconds (approximately 13.67 minutes) and 
taking 15.54 actions. These findings indicate that 
students who spend more time and interact more 
extensively with tasks are more likely to encounter 
timeout messages.

Identifying Students who may Need ET (RQ 3)

The results from the logistic regression models, which 
predicted the probability of encountering a timeout 
message based on students' interactions with tasks, 
are detailed in the supplemental file (Table S2). 
Generally, the logistic regression models exhibited 
lower accuracy compared to the XGBoost models 
(Figure 1). Consequently, we selected the XGBoost 
model for further analysis.

The findings from the XGBoost analysis (Table 5) 
highlighted the complex balance between the 
timeliness of detecting a student who will receive a 
timeout message and the accuracy of this detection, 
demonstrating high accuracy, high recall rate, and 
a significant F2 score. This table presents the results 
of 10 models, each employing a distinct subset 
of interaction-specific variables, refined through 
manual recursive feature addition. While all models 
consistently incorporate background variables, the 
first model focuses exclusively on data from the 
interaction with the first item and does not integrate 
subsequent information from later items. In contrast, 
the model analyzing the interaction with the tenth 
item includes all background data and information 
from all previous interactions.

Although it is feasible to develop additional models 
incorporating variables from interactions beyond 
the first 10 items, focusing on these initial interactions 
provides an optimal balance between the timing of 
the additional time appraisal and the accuracy of 
identifying students likely to exhaust their allotted time.
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Table 2. 
Time Spent on Math Assessment Block (in Seconds) by Disability Type and Use of Extended Time Accommodation

Student’s Identified 
Disability Type

Percent of 
sample

Percent of 
Using ET 

Average Time Spent

All 
students

Students without ET 
Accommodation

Students with ET 
Accommodation

All Students 100 25.10% 
(0.27)

1462.10 
(2.42)

1444.45 
(2.15)

1681.44* 
(17.72)

Students without 
Disabilities

90.15 25.00% 
(0.28)

1452.95 
(2.27)

1446.70 
(2.18)

1807.3* 
(40.11)

Students with 
Disabilities

9.83 27.4%† 
(1.35)

1546.45 
(12.94)

1395.26 
(12.09)

1647.98* 
(19.65)

Autism 0.53 25.00% 
(5.29)

1523.49 
(53.35)

1389.66 
(45.4)

1637.24* 
(89.19)

Emotional Distur-
bance

0.68 23.8% 
(4.68)

1419.94 
(43.11)

1283.46 
(49.82)

1530.17* 
(64.96)

Hearing Impairment 0.14 25.00% 
(11.2)

1535.70 
(89.06)

1370.30 
(104.48)

1656.00 
(129.73)

Intellectual Disability 0.27 22.20% 
(8.15)

1314.46 
(59.83)

1336.56 
(72.66)

1301.77 
(84.97)

Specific Learning 5.41 28.10% 
(1.85)

1530.28 
(16.56)

1418.18 
(16.04)

1603.24* 
(24.97)

Speech 
Impairment

0.79 26.10% 
(4.19)

1606.08 
(45.39)

1420.57 
(35.61)

1798.53* 
(80.89)

Notes:  Standard errors in parentheses. Developmental delay, orthopedic impairment, brain injury, visual impairment, other health” issues or “other write-in” disabilities 
were excluded from this table. Percent using ET is calculated for those who used it more than 30 mins. 
* Statistically significant difference (<.05) compared to students without ET accommodations. 
† Statistically significant difference compared to SWODs.
Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2017 Grade 8 Mathematics Assessment.

Table 3. 
Percent of Students (SE) Receiving Timeout Messages or Having "Not Reached" Items by Disability Type and Use 
of Extended Time Accommodation

Student’s Identified Disability 
Type

Overall
Students without ET Ac-

commodation
Students with ET 

Accommodation

Timeout 
Message

Not 
Reached

Timeout 
Message

Not 
Reached

Timeout 
Message

Not Reached

All Students 21.97 (0.25) 20.83 (0.24) 23.62 (0.27) 21.87 (0.26) 1.41* (0.26) 7.95* (0.6)

SWODs 23.14 (0.27) 21.52 (0.26) 23.52 (0.27) 21.75 (0.56) 1.39* (1.32) 8.78* (0.29)

SWDs 11.24 (0.61) 14.51 (0.68) 25.87 (0.26) 24.59 (1.36) 1.41* (1.3) 7.73* (0.66)

Autism 10.81 (2.56) 15.54 (2.99) 23.53 (5.18) 22.06 (5.07) - 10.00 (3.38)

Emotional Disturbance 13.16 (2.3) 15.79 (2.71) 23.81 (4.68) 27.38 (4.89) 0.96* (0.96) 7.69* (2.63)

Hearing Impairment 8.11 (5.56) 10.81 (5.99) 25.00 (11.2) 31.25 (12) 4.55* (4.55) 4.55* (4.55)

Intellectual Disability 11.27 (3.19) 13.41 (3.63) 22.22 (8.15) 14.81 (6.97) - 8.51 (4.11)

Specific Learning 21.97 (0.82) 20.83 (0.88) 26.4 (1.81) 23.35 (1.74) 1.43* (0.39) 6.94* (0.84)

Speech Impairment 23.14 (2.34) 21.52 (2.72) 26.13 (4.19) 32.43 (4.46) 0.93* (0.94) 7.48* (2.55)

Notes: Standard errors in parentheses. Developmental delay, orthopedic impairment, brain injury, visual impairment, other health” issues or “other write-in” disabilities 
were excluded from this table.
 -Suppressed due to small sample size. 
* Statistically significant difference (<.05) compared to students without ET accommodations.
Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2017 Grade 8 Mathematics Assessment.
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The metrics used to evaluate the models included 
true positives (TP), true negatives (TN), false positives 
(FP), false negatives (FN), F2 score, accuracy, and 
recall, assessed across various interaction numbers. 
TP refers to students correctly identified by the model 
as having received a timeout message, while TN 
indicates students who did not receive a timeout 
message and were correctly identified as such. FP 
represents students incorrectly predicted to receive 
a timeout message, and FN refers to students who 

did receive a timeout message but were mistakenly 
predicted not to have received one. These metrics 
allow for a comprehensive evaluation of the model's 
effectiveness in classifying students based on their 
timeout status.

During the interaction with the first item, the model 
demonstrated a high recall rate of 98.01%, successfully 
identifying 1,230 TPs. It achieved an accuracy of 31.79% 
and an F2 score of 61.48, indicating a strong ability to 

Table 4. 
Most Frequently Accessed Task and Task Type, Average Exit Time (in Seconds), and Number of actions during 
the First 10 Interactions by Receipt of Timeout Message

Interaction 
Number

Most 
Frequently 
Interacted 

task

Task Type 
Exit 

Time
Number of 
all actions

Exit Time 
without 
Timeout 

Message

Number of 
all actions 

without Timeout 
Message

Exit Time 
with 

Timeout 
Message

Number of 
all actions 

with Timeout 
Message

1 VH356842 Directions†
11.20 
(0.12)

3.19 
(0.01)

10.88 
(0.15)

3.18
(0.02)

12.37
(0.16)

3.23 
(0.02)

2 VH266695 MCSS
49.52 
(0.26)

6.51 
(0.06)

46.01 
(0.28)

6.12
(0.07)

62.01
(0.58)

7.90 
(0.16)

3 VH304549 MatchMS 
109.10 
(0.37)

11.20 
(0.06)

102.60 
(0.4)

11.00
(0.06)

132.24
(0.90)

11.91 
(0.13)

4 VH336968 FillInBlank
184.70 
(0.55)

22.34 
(0.17)

174.10 
(0.57)

21.53
(0.17)

222.32
(1.40)

25.19 
(0.44)

5 VH303873 MatchMS 
248.50 

(0.72)
7.782 

(0.07)
232.60 
(0.72)

7.37
(0.07)

305.07
(1.87)

9.25 
(0.18)

6 VH263651 GridMS
330.60 

(0.92)
13.92 
(0.15)

307.10 
(0.9)

12.88
(0.16)

414.31
(2.38)

17.61 
(0.4)

7 VH304553 MatchMS 
416.00 

(1.1)
10.98 

(0.06)
385.70 

(1.08)
10.56

(0.06)
523.56
(2.85)

12.46 
(0.2)

8 VH262355 FillInBlank
500.80 

(1.29)
19.76 
(0.19)

461.40 
(1.24)

18.55
(0.20)

640.35
(3.29)

24.05 
(0.51)

9 VH287980 MCSS
562.80 

(1.38)
8.164 

(0.08)
516.90 

(1.32)
7.49

(0.07)
725.98
(3.47)

10.55 
(0.27)

10 VH261992 MatchMS 
632.20 

(1.5)
12.68 
(0.12)

579.20 
(1.42)

11.88
(0.13)

820.26
(3.70)

15.54 
(0.33)

Notes: † This is non-cognitive task ptoviding the directions for the assessment. Standard errors in parentheses. “MCSS” stands for “Multiple Choice Single Select” item. 
“MatchMS” stands for “Match Multiple Select” item. “FillInBlank” stands for “Fill in the Blank” Item. “GridMS” stands for “Grid Multiple Select” item. Data source: U.S. 
Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress (NAEP), 2017 Grade 8 
Mathematics Assessment.

Table 5. 
Analysis of True Positives (TP), True Negatives (TN), False Positives (FP), False Negatives (FN), F2 Score, Accuracy, 
and Recall by Interaction Number in the XGBoost Model

Interaction number # TP TN FP FN F2 Score Accuracy Recall

1 1230 530 3750 30 61.48 31.79 98.01

2 1020 2060 2220 240 61.47 55.58 80.88

3 1050 2050 2240 200 63.36 55.97 83.90

4 1040 2180 2100 210 63.93 58.27 83.19

5 1010 2470 1810 250 64.34 62.85 80.40

6 990 2670 1620 270 64.80 66.01 78.73

7 1020 2690 1600 240 66.48 66.81 80.88

8 1030 2850 1440 230 68.47 69.86 81.67

9 1000 3070 1220 260 68.95 73.36 79.52

10 1040 3080 1210 210 71.69 74.40 83.03

Note: Using 20% of the sample as the testing set. All sample sizes are rounded to the nearest 10.
Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2017 Grade 8 Mathematics Assessment.
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identify students who received a timeout message. 
However, this came at the cost of a high number of 
false positives, with 3,750 students incorrectly classified 
as receiving a timeout message. By the interaction 
with the second item, the model's accuracy had 
improved to 55.58%, the recall rate adjusted to 80.88%, 
and the F2 score remained stable at 61.47, showcasing 
the model's evolving efficiency in more accurately 
predicting timeout incidents as more interaction data 
became available.

The model's performance continued to improve 
through the interactions with the third to tenth items. 
By the third task, accuracy had slightly increased to 
55.97%, recall rose to 83.90%, and the F2 score reached 
63.36. With the fourth task, there was a notable 
improvement in accuracy to 58.27%, although the 
recall rate slightly decreased to 83.19%, with the F2 
score climbing to 63.93. 

As the model processed data from the fifth through 
seventh items, accuracy consistently improved, 

Figure 1. 
Prediction Accuracy (F2 Scores) for Logistic Regression and XGBoost models by Interaction Number

Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2017 Grade 8 Mathematics Assessment.

Figure 2. 
The Mean Absolute SHAP Value for All Features

Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2017 Grade 8 Mathematics Assessment.
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peaking at 66.81% by the seventh task. The recall 
rate remained stable around 80%, with the F2 score 
progressively increasing to 66.48. The subsequent 
interactions, from the eighth to the tenth items, further 
underscored the model’s enhanced accuracy, which 
reached 74.40% by the tenth task. After a brief dip in 
recall to 81.67% on the eighth item, it rebounded to 
83.03% by the tenth, accompanied by an increase in 
F2 scores to 71.69.

This progression highlighted the delicate balance 
between early detection and maintaining high recall 
and F2 scores. Early detection, pivotal in identifying 
students likely to receive a timeout message in initial 
interactions, improved as more interaction data 
was integrated, thereby enhancing overall model 
accuracy while sustaining a commendable recall 
rate and F2 score. This demonstrated the XGBoost 
model’s capacity to effectively identify students who 
would benefit from ET accommodations early in the 
assessment process.

The SHAP (Shapley Additive exPlanations) values, a 
game-theoretic approach designed to explain the 
output of machine learning models (Lundberg, et 
al., 2020), were used in interpreting the influence 
of model features on predictions. For the 10th 
model, we examined the SHAP values through 
various visualizations. Figure 2 displayed the mean 
absolute value of the SHAP values for each predictor, 

emphasizing the importance of the time of exit for 
the interaction with the 10th item, availability of ET 
accommodations, and the number of all actions 
recorded during the 8th item as key influences on the 
model’s predictions. 

Each dot in the Beeswarm plot (Figure 3) represents 
an individual student, with the horizontal position 
indicating the impact magnitude of each feature 
on the model’s predictive accuracy for that student. 
This visualization aids in understanding how different 
features influence the likelihood of a timeout message. 
For example, students with ET accommodations 
(represented in red) were less likely to receive a 
timeout message compared to those without ET 
accommodations (in blue). The plot also illustrates the 
distribution of effect sizes, notably the long right tails 
for the “exit time on the interaction with the 10th task” 
feature, indicating significant variability in how this 
particular variable impacts the model's predictions.

In exploring individual cases, Figures 4, 5, 6, and 7 
illustrate the contribution of each feature to the 
model's output, shifting it from the base value—
representing the average output over the training 
dataset—to specific outcomes for true positives (TP, 
Figure 4), true negatives (TN, Figure 5), false positives 
(FP, Figure 6), and false negatives (FN, Figure 7). Features 
that increase the likelihood of a specific prediction are 
shown in red, while those that decrease the likelihood 

Figure 3. 
Beeswarm Plot Showing How Exit Time, Extended Time Accommodation, and the Number of Actions Drive 
Model's Prediction

Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2017 Grade 8 Mathematics Assessment.
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Figure 4. 
Waterfall Plot Demonstrating How Individual Features Contribute Towards True Positives (TP)

Note. The red bars represent features that push the prediction higher, such as the exit time for the interaction with the 10th task.
Data Source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 

(NAEP), 2017 Grade 8 Mathematics Assessment.

Figure 5. 
Waterfall Plot Demonstrating the Contribution of Individual Features Towards True Negatives (TN)

Note. Blue bars represent features that lower the prediction, such as the exit time for the interaction with the 10th task.
Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 

(NAEP), 2017 Grade 8 Mathematics Assessment.

are depicted in blue. For example, a longer exit time 
during the interaction with the 10th item, specifically 
1022.21 seconds (approximately 17.04 minutes), is 
highlighted in Figure 4. This feature significantly 
elevates the probability of a student being classified 
as having received a timeout message, reflecting its 
positive influence on the prediction (depicted in red). 
Conversely, a shorter exit time for the same item, 
recorded at 534.27 seconds (about 8.9 minutes) as 
shown in Figure 5, significantly reduces the likelihood 
of being classified as receiving a timeout message, 
shown in blue.

Notably, the exit time for the 10th item also plays a 
critical role in the misclassification of cases, influencing 
both false positives and false negatives. This is evident 
in Figures 5 and 6, where the impact of shorter or 
longer exit times, respectively, steers the model's 
predictions, affecting its accuracy in identifying true 
versus false outcomes. These visualizations underscore 
the importance of this particular feature in shaping 
the model's predictions and highlight the potential for 
refining predictive accuracy by further analyzing the 
implications of interaction times and other influential 
variables.
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Discussion

This study investigated the utilization of ET 
accommodations among SWDs using process data 
from the 2017 NAEP Grade 8 Mathematics assessment. 
We explored the potential of early assessment 
interactions as predictors for the necessity of ET 
accommodations.

Extended time is a commonly granted accommodation 
(Frey & Gillispie, 2018); however, our findings indicate 
that, in the context of large-scale assessments, only 
about 12 seconds beyond the allotted 30 minutes were 
used by those granted ET. Remarkably, approximately 
72% of SWDs granted ET did not utilize it at all, with 
usage varying from under a minute to nearly an hour 
among those who did. On the other hand, about 

24% of students without ET were actively engaged 
with tasks when they received a timeout message, 
highlighting a significant unmet need for ET among 
the tested population.

The variability in ET allocation across states, IEP 
teams, and schools of differing socioeconomic 
statuses (Lovell, 2020) underscores the challenges in 
the current approach to granting accommodations. 
These disparities, coupled with our findings of unused 
ET and instances of students working on assessment 
when time expired, point to the need for a more 
objective and timely method of identifying students 
who truly need ET. The timing of this identification is 
crucial; it should be early enough to prevent increased 
anxiety, lower motivation and rushed test-taking but 
also accurate in pinpointing those in need. Our results 

Figure 6. 
Waterfall Plot Demonstrating the Role of Individual Features Towards False Positives (FP)

Note. Figure highlights how certain features like the exit time for the interaction with the 10th task can also lead to misclassification.
Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 

(NAEP), 2017 Grade 8 Mathematics Assessment.

Figure 7. 
Waterfall Plot Demonstrating How Specific Features Contribute Towards False Negatives (FN).

Note. Figure shows the significant influence of the exit time for the interaction with the 10th task on misclassifications.
Data source: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 

(NAEP), 2017 Grade 8 Mathematics Assessment.



265

Leveraging Process Data to Identify Students Who May Benefit from Extended Time / Ogut, Circi, Huo, Hicks & Yin

suggest that student behavior in the initial minutes 
of an assessment is a viable early indicator of ET 
necessity. Employing the XGBoost model, we achieved 
high accuracy and recall in identifying these students, 
highlighting the model's practical application in early 
identification.

Furthermore, our analysis identified specific factors 
that significantly influence the need for ET. Notably, 
the exit time during the 10th item interaction, the 
availability of ET accommodations, and the number 
of actions during the 8th item interaction were 
strong predictors. Interestingly, students’ background 
variables such as eligibility for free lunch, ELL status, 
and disability status had minimal impact on the 
model's predictive power, promoting educational 
equity by not overemphasizing demographic factors.

Our study contributes to the literature on the use of 
process data and predictive analytics in educational 
assessments, supporting the development of adaptive 
testing designs and the analysis of differential test-
taking speeds among diverse student groups (van der 
Linden, 2019; Lee & Chen, 2011). The ability to predict ET 
needs based on early test behavior marks a significant 
step toward more equitable testing practices. Nearly a 
quarter of students without ET accommodations could 
benefit from them, suggesting profound implications 
for their academic success.

The implications of our findings are important for 
educational policy and practice, particularly for 
the NAEP assessments, which biennially evaluate 
student performance nationwide. The most recent 
NAEP mathematics assessment, administered in 2022, 
includes a wide demographic with approximately 
116,200 grade 4 students and 111,000 grade 8 students. 
The findings suggest that educators and testing 
organizations need to reevaluate the provision 
of extended-time accommodation. A predictive 
approach based on early assessment behavior can 
help identify students who might otherwise be missed, 
thus ensuring that all students can demonstrate 
their knowledge fully and equitably. This proactive 
approach can help shape future guidelines on ET 
accommodations, fostering a more inclusive digital 
education environment.

Additionally, our study demonstrated the effectiveness 
of machine learning models, specifically the XGBoost 
model, in handling complex educational data. These 
models could be incorporated into digital testing 
systems to provide real-time analysis and predictions 
about students' needs for accommodations, further 
improving the fairness of these assessments.

Future research should expand this methodology 
to other subjects and grade levels to broaden 
understanding of ET accommodations across various 
educational contexts. Additionally, investigating 

the impact of receiving a timeout message on first 
block of a NAEP assessment on performance in the 
second block of NAEP assessment and integrating 
students’ performance in the early-stages of the 
assessment with process data variables could provide 
deeper insights into pacing strategies and the overall 
assessment experience. This study represents an initial 
effort to guide further exploration in educational 
assessment, aiming to foster more inclusive and 
equitable testing environments.
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Abstract

Introduction

The current study explores the differential relationship 
between social and emotional learning (SEL), based on the 
Big Five personality traits, and mathematics achievement 
among Turkish high school students. Using data from the 
OECD’s 2019 Survey on Social and Emotional Skills (SSES), it 
examines how SEL dimensions predict math outcomes and 
how these relationships vary by gender, socioeconomic 
status (SES), and level of SEL evaluation in schools. Key 
findings reveal that open-mindedness and emotional 
regulation positively correlate with math achievement, 
while high social engagement shows a negative 
association. Girls' SEL skills had a stronger predictive value 
for math achievement than boys, and SEL had a more 
substantial impact on students from lower SES backgrounds. 
Formal SEL assessment in schools was also related to higher 
math scores. These results emphasize the importance of 
SEL programs tailored to specific demographic needs, 
particularly for disadvantaged students, and suggest that 
formal SEL assessment in schools could enhance academic 
outcomes.

In recent years, the rapid advancement of digitalization and 
globalization has profoundly reshaped the educational 

landscape, necessitating a holistic approach to student 
development. Beyond the traditional focus on cognitive 
skills, there is a growing acknowledgment of the pivotal role 
that social and emotional learning (SEL) plays in equipping 
students with the competencies required to navigate a 
complex world (OECD, 2021). Social and emotional skills, 
defined as the consistent patterns of thoughts, feelings, and 
behaviors that individuals can cultivate through formal and 
informal learning experiences, are recognized as important 
determinants of socio-economic outcomes throughout 
one’s life (OECD, 2021).
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SEL is increasingly viewed as essential to both 
educational and social development. The 
Collaborative for Academic, Social, and Emotional 
Learning (CASEL) describes SEL as the process through 
which individuals, both young and old, acquire and 
apply the knowledge, skills, and attitudes necessary to 
develop healthy identities, manage emotions, achieve 
personal and collective goals, empathize with others, 
establish and maintain supportive relationships, 
and make responsible decisions (CASEL, 2020). In 
this digitalized era, having advanced social and 
emotional skills plays an important role in individuals’ 
career development (Green, 2024). Individuals with 
advanced social and emotional skills, including 
assertiveness, creativity, and perseverance, are likely 
to have a more significant influence on the future labor 
market (OECD, 2024). Thus, the growing importance of 
SEL is evident in global educational initiatives aimed 
at fostering both cognitive and social-emotional 
competencies, thus enabling students to tackle the 
challenges of modern life.

Importance of Social and Emotional Learning

In accordance with the reforms introduced in 
education systems, particularly since the 2000s, it is 
evident that the relevance of social and emotional skills 
that contribute to enhancing academic performance 
has significantly increased (Candeias et al., 2020). 
Also, social and emotional skills provide a range of 
multidimensional advantages, facilitating students' 
growth across different aspects of their development 
including academic success, individual well-being, 
health and profession (Kankaraš & Suarez-Alvarez, 2019; 
OECD, 2024). Therefore, the role of SEL in education is 
increasingly recognized as critical for student success, 
both academically and in broader life outcomes. SEL 
fosters the development of essential life skills, including 
emotional regulation, empathy, decision-making, 
and relationship-building, which are indispensable 
for navigating the complexities of modern society 
(Goleman, 1995). Research has demonstrated that 
SEL programs can significantly enhance students’ 
academic performance, social behaviors, and 
emotional well-being and it is highlighted that students 
who participate in SEL programs not only perform 
better academically but also exhibit more positive 
social behaviors and fewer behavioral issues (Durlak 
et al., 2011; Taylor et al., 2017). Also, it is reported that 
SEL programs provide an increase in life-satisfaction, 
more cooperative behavior, and more self-efficacy on 
students (Durlak et al., 2015; Gol-Guven, 2021).

To develop more targeted and focused educational 
interventions, it is essential to understand the 
relationship between SEL and math ability for various 
kinds of student groups, including gender groups, 
students from low- and high-socioeconomic-status 
(SES) backgrounds and student groups whose SEL is 

assessed to varying degrees. Research has consistently 
shown that gender plays a significant differential role 
in the development of social and emotional skills. For 
instance, girls often excel in social and emotional 
competencies such as empathy and cooperation, 
which are closely linked to academic success (Poropat, 
2009). However, there is also evidence suggesting 
that boys may benefit differently from SEL programs, 
with some studies indicating that boys may show 
greater improvements in areas such as emotional 
regulation and task performance when exposed to 
targeted SEL interventions (Taylor et al., 2017). Exploring 
gender differences in the relationship between SEL 
and mathematics achievement has the potential to 
provide insights into how educational strategies can 
be tailored to support both boys and girls effectively.

SES is another critical factor influencing academic 
achievement. Students from higher SES backgrounds 
typically have access to more resources, both at 
home and in school, which can enhance their 
academic performance. Conversely, students 
from lower SES backgrounds often face additional 
challenges that can hinder their academic success, 
such as limited access to educational resources, lower 
parental involvement, and greater exposure to stress 
(Sirin, 2005). The OECD (2021) has emphasized the 
importance of addressing these disparities through 
targeted educational interventions that support the 
development of social and emotional skills, helping to 
level the playing field for students from disadvantaged 
backgrounds. Therefore, it is necessary to investigate 
how SES moderates the relationship between the Big 
Five domains of SEL and mathematics achievement, 
providing insights that could inform policies aimed at 
reducing educational inequalities.

Furthermore, the extent to which SEL is formally 
evaluated within schools significantly impacts its 
effectiveness. Schools that actively assess and promote 
SEL tend to foster environments that support both 
social and academic growth, whereas those that do 
not assess may miss critical opportunities to enhance 
student outcomes (CASEL, 2019). The significance of 
systematic SEL assessment in promoting academic 
achievement could be highlighted by analyzing 
the differential relationship of SEL based on whether 
students' social and emotional abilities are evaluated 
formally, informally, or not at all.

Evaluating SEL as a Large-Scale Assessment

Since assessment is a crucial component of 
comprehending a construct, SEL assessment is 
an important component of building social and 
emotional skills in order to create effective teaching 
techniques and learning outcomes (Agliati et al., 
2020). A thorough SEL assessment system should be 
put in place, according to researchers, educators, and 
politicians from different countries, in order to support 
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student performance and achievement. Agliati et al. 
(2020) state that in order to support student learning 
in the classroom, social and emotional competences 
must be evaluated, just like the other learning domains. 
They contend that proper evaluation practices may 
give students feedback on their performance, assist 
them in monitoring their personal growth, and advise 
teachers on the best teaching methods to use.

In order to assess SEL globally, OECD is conducting 
a study on social and emotional skills. The most 
extensive international study on SEL skills is conducted 
by the OECD, which includes data from 10 cities 
across 9 nations. The objective was to create and 
provide a conceptual framework for the Social 
and Emotional Skills Study, which aims to clarify the 
educational, family-related, and personal elements 
that either facilitate or hinder the development of 
these abilities in a variety of student populations 
and environments (Kankaraš & Suarez-Alvarez, 2019). 
The current conceptual framework of Kankaraš and 
Suarez-Alvarez (2019) focuses on the underlying skills 
of the Big Five model that are indicative of positive 
life effects. It incorporates the merged and integrated 
competences from different applicable frameworks.

Present Study

The current study examines the differential 
relationship between the Big Five domains of social 
and emotional skills-task performance, emotional 
regulation, engaging with others, collaboration, and 
open-mindedness-and mathematics achievement. 
The study utilizes data from the OECD’s 2019 Survey 
on Social and Emotional Skills (SSES) in Turkey, with a 
specific focus on 9th to 11th-grade students in Istanbul. 
The OECD's framework for social and emotional 
skills, which integrates various applied frameworks, 
underscores the critical role these skills play in shaping 
educational outcomes and overall life success 
(Kankaraš & Suarez-Alvarez, 2019).

In Turkey, the integration of SEL into the educational 
system has been less comprehensive compared 
to other countries, particularly concerning formal 
evaluation and curriculum integration. This study aims 
to bridge this gap by providing empirical evidence 
on how SEL, as conceptualized through the Big Five 
domains, is related to academic achievement in 
mathematics. By doing so, it offers valuable insights 
that could guide the development of more effective 
SEL programs in Turkish schools, potentially leading to 
improved educational outcomes for students across 
various demographics.

The current study is distinguished by its focus on 
the Turkish educational context, applying the Big 
Five model of social and emotional skills to predict 
mathematics achievement. While previous research 

has extensively explored the impact of SEL programs 
on general academic performance, there is a notable 
paucity of studies examining how these relationships 
may vary across different demographic and 
socioeconomic groups within Turkey. For instance, 
the meta-analysis conducted by Durlak et al. (2011) 
revealed that students participating in SEL programs 
exhibited enhanced academic performance, 
improved social behaviors, and reduced emotional 
distress. However, these studies have not sufficiently 
explored whether these benefits are consistent across 
gender, socioeconomic status (SES), or the level of SEL 
evaluation within schools. Therefore, the current study 
seeks to address these gaps by not only applying 
the Big Five domains to assess their relationship with 
mathematics achievement but also by investigating 
how this relationship may differ based on gender, 
SES, and the extent to which SEL is formally evaluated 
within schools. As the current study is one of the 
first studies conducted in Turkey in this area, it offers 
valuable insights that could inform educational 
policy and practice in the country. Additionally, the 
findings may contribute to the broader international 
discourse on the role of social and emotional skills in 
education, particularly in contexts where cultural 
and socioeconomic factors significantly influence 
educational outcomes.

The study is guided by the following research 
questions:

1.	 To what extent do the Big Five domains of 
SEL—task performance, emotional regulation, 
engaging with others, collaboration, and 
open-mindedness—predict mathematics 
achievement among high school students?

2.	 Is there a differential relationship between the 
SEL skills and mathematics achievement for 
gender groups and SES groups?

3.	 To what extent evaluation of social and 
emotional skills at school moderated the 
relationship between SEL and mathematics 
achievement?

Method

Participants

The current study used a dataset collected for the 
OECD’s Survey on Social and Emotional Skills (SESS) 
study (OECD, 2021). The participants of the OECD’s 
SESS study were 10- and 15-year-old students from 
10 cities: Bogota, Colombia; Daegu, Korea; Helsinki, 
Finland; Houston, Texas, United States; Istanbul, Turkey; 
Manizales, Colombia; Moscow, Russian Federation; 
Ottawa, Ontario, Canada; Sintra, Portugal; and 
Suzhou, People’s Republic of China. The OECD used 
a two-stage stratified random sampling method to 
choose the participants: first, schools were chosen, 
and then students were chosen from those schools.
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In the current study 15-year-old students’ data was 
used as older students could provide more consistent 
responses to self-assessment scales (Poropat, 2009; 
Rice and Pasupathi, 2010). Thus, the sample for this 
study comprised of 3168 students from 80 different 
high schools located in Istanbul.

The Instruments

The instruments and information listed below were 
used to produce the variables of the current study: 
a SEL survey, math achievement grades provided by 
schools, a survey assessing students' socioeconomic 
status, and a survey requesting information on how 
social and emotional skills were assessed in the 
classroom. The details are provided below.

The survey for SES

One of the instruments of the current study was 
the social-emotional skills survey of SSES 2019 study 
conducted by OECD. Based on the “Big Five Model” 
(John, Naumann, & Soto, 2008), the SSES theoretical 
framework was developed to assess the social and 
emotional competencies of youth (Chernyshenko 
et al., 2018). Collaboration, emotional regulation, 
engaging with others, open-mindedness and task 
performance, each with three subdimensions, were 
the five main domains of the SSES 2019 study.

In the survey the collaboration domain was defined 
as a combination of the abilities of empathy, trust, 
and cooperation that empathy is the ability of 
understanding and caring the other people and their 
well-beings; trust is the ability to assume that people 
generally act with good intentions and to forgive the 
wrong behaviors; co-operation is the ability to live 
together peacefully with others and respects the 
interdependence of all individuals (Kankaraš & Suarez-
Alvarez, 2019). A sample item for the collaboration 
domain was “I am ready to help anybody.”

Emotional regulation domain was defined as 
emotional stability with the combination of the skills; 
stress resilience, optimism, and emotional control 
that stress resilience is the ability to modulate anxiety 
effectively and solve problems calmly; optimism 
is the ability to have hopes for life positively and 
optimistically; emotional control is the ability to apply 
effective methods for controlling anger, aggression, 
and irritation in case of frustration (Kankaraš & Suarez-
Alvarez, 2019). A sample item for the emotional 
regulation domain was “I keep my emotions under 
control”.

Engaging with others domain was defined as 
extraversion with the combination of the skills; 
sociability, assertiveness, and energy that sociability 
is the ability to initiate and sustain social interactions 

with people; assertiveness is the ability to articulate 
thoughts, needs, and emotions with confidence and 
create social impact; energy is the ability to engage 
daily life with enthusiasm, energy, and spontaneity 
(Kankaraš & Suarez-Alvarez, 2019). A sample item for 
the engaging with others domain was “I like to spend 
my free time with others”. 

Open-mindedness domain was defined as openness 
to experience with the combination of the skills; 
curiosity, tolerance, and creativity that curiosity is the 
ability to have passion for learning, comprehension, 
and intellectual investigation; tolerance is the ability to 
be open to different perspectives and to appreciate 
the diverse values and cultures; creativity is the ability 
to generate innovative ways  by means of vision, 
explorations, and learning from failure (Kankaraš & 
Suarez-Alvarez, 2019). A sample item for the open-
mindedness domain was “I am willing to be friends 
with people from other cultures”.

Task performance domain was defined as 
conscientiousness with the combination of the 
skills; responsibility, self-control, and persistence that 
responsibility is the ability to fulfill the commitments, as 
well as being   punctual and trustworthy; self-control 
is the ability to resist disturbances and spontaneous 
desires and concentrate on the present task to 
reach a particular objective; persistence is the ability 
to persevere until a task or activity is completed 
(Kankaraš & Suarez-Alvarez, 2019). A sample item for 
the task performance domain was “I finish things 
despite difficulties in the way”.

Assessing mathematics achievement

The current study used the standardized school 
grade for math classes taken in school as a proxy for 
mathematical achievement. Since participating cities 
have distinct grading systems, the OECD converted all 
grades to a scale of 1 to 50 (OECD, 2021). 

Socioeconomic status index

The socioeconomic status (SES) index is derived 
from information about the household possessions 
(HOMEPOS), parental employment status as 
determined by the international socio-economic 
index of occupational status (ISEI), and parental 
education as determined by the International 
Standard Classification of Education scheme (ISCED). 
Open-ended questions were included in the surveys 
for parents and students to gather data on home 
possessions, occupation, and education. The authors 
of the current study divided the subjects into three 
equal-number groups to generate three categories 
based on socioeconomic status. 
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Evaluation of social and emotional skills in schools

Evaluations of social and emotional learning in the 
schools were another variable to take into account. By 
answering the following question, teachers disclosed 
information about whether social and emotional 
competencies were assessed in their institutions. “Is 
students' achievement in social and emotional skills 
evaluated in your school? No, we don’t evaluate these 
skills; Yes, using informal evaluation (e.g. oral reports to 
students or parents, etc.); Yes, using formal evaluation 
(e.g. written reports, grades, etc.)” (OECD, 2021, p.12).

Data Analysis

First, the proposed model's fit was assessed in the 
current study using confirmatory factor analysis (CFA) 
(See Figure1). The main goal of confirmatory factor 
analysis is to statistically evaluate the significance 
of a hypothesized factor model, in other words, 
whether the sample data support hypothesized 
model (Schumacker & Lomax, 2004). Then, utilizing the 
main SEL domains, mathematical achievement was 
predicted using structural equation modeling (SEM). 
Lastly, SEM analyses were repeated for gender groups, 
SES groups and SEL evaluation groups to evaluate 
differential relationships. CFA and SEM analyses were 
performed using Mplus 7.4 to address the research 
questions of the current study. Sample weights can 
be taken into account by Mplus during the analysis 
process (Muthén & Muthén, 2012). 

In CFA, 15 subdimensions of SEL were hypothesized 
to be related to five main domains (Collaboration, 
Emotional regulation, Engaging with others, Open 
mindedness and Task performance) as proposed 
in the Big Five Model. Goodness of fit indices show 
whether the data and the proposed model are 
similar. According to these goodness of fit indices, a 
good fit is indicated by a Root Mean Square Error of 
Approximation (RMSEA) value of 0.06 or less, and an 

acceptable fit is indicated by a value of 0.10 or less. A 
good fit is indicated by a Comparative Fit Index (CFI) 
and Tucker-Lewis Index (TLI) of 0.95 or higher, while an 
acceptable fit is indicated by a value of 0.90 or higher 
(Byrne, 1998; Ullman, 2001). After evaluating the fit of 
the measurement model, mathematical achievement 
was predicted by these five main domains of SEL using 
SEM. The analyses were repeated for the gender, SES, 
and SEL evaluation groups in order to assess whether 
the findings differ for various groups or not. MLR 
estimation method was used in CFA and SEM analysis 
as the achievement and SEL domains were created 
as continuous variables. The assumptions of normality, 
linearity and multicollinearity were evaluated, and it 
was concluded that none of  the assumptions were 
violated.

Results

The major goal of the current study is to investigate 
the differential relationship between the social and 
emotional skills and mathematics achievement of 
students for various groups such as gender groups, 
SES groups and SEL evaluation groups. The following 
section contains the preliminary and comprehensive 
analyses for the research questions.

Descriptive Statistics

The descriptive statistics of mathematics achievement 
and social and emotional skill subdimensions were 
provided to indicate the key characteristics of the 
data (See Table 1). For the grouping variables, the 
frequencies are provided in Table 2.

Confirmatory Factor Analysis of SEL Measurement 
Model

The confirmatory factor analysis results for three 
competing models are presented in Table 3. In Model 
1, 15 subdimensions were hypothesized to be related to 

Figure 1. 
Measurement model of the study
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Table 1.  
Descriptive statistics of mathematics achievement and SEL subdimensions 

Mean Median
Std. 

Deviation
Skewness Kurtosis

Mathematics achievement 29.15 28.86 10.52 -.031 -.864

Collaboration by

Empathy 638.55 625.66 93.53 .784 1.004

Trust 502.27 504.64 84.69 -.376 2.231

Cooperation 627.54 617.99 85.54 .610 .608

Emotional regulation by 

Emotional control 512.30 510.40 88.72 .135 3.516

Optimism 535.73 537.08 93.39 .066 3.020

Stress resilience 512.09 514.62 111.85 -.129 2.061

Engaging with others by

Assertiveness 521.59 514.14 110.77 .426 .848

Energy 561.97 555.38 93.08 .700 2.319

Sociability 583.52 575.32 91.54 .745 1.442

Open mindedness by

Creativity 605.36 592.15 98.10 .881 1.220

Tolerance 621.04 605.37 111.15 .797 .780

Curiosity 628.48 614.18 91.13 .594 .185

Task performance by

Persistence 608.48 600.16 102.15626 .610 .518

Responsibility 588.50 578.72 96.22337 .696 1.155

Self-control 607.07 603.97 95.05298 .656 1.155

Table 2.  
Frequencies of groups.

Groups N %

Gender
Girls 1841 58.6%

Boys 1299 41.4%

SES
Low 1046 33.3%

Medium 1047 33.3%

High 1045 33.3%

SEL Evaluation

No, we don't evaluate these skills 542 17.3%

Yes, using informal evaluation 1392 44.3%

Yes, using formal evaluation 855 27.2%

Table 3.  
Confirmatory factor analysis of big five domain model.

Model X2 df x2/df CFI TLI RMSEA

Value 90%

Model 1: 
1-main domain, 15 sub-
dimension

4233.838*** 90 47.043 .650 .591 .121 .118, .124

Model 2: 
5-main domain, 15 sub-
dimension

2205.945*** 80 27.574 .820 .764 .092 .089, .095

Model 3: 
5-main domain, 10 
subdimension

575.733*** 25 23.029 .928 .871 .084 .078, .090

*p < .05; **p < .01; ***p < .001 
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one general factor and in Model 2, 15 subdimensions 
were hypothesized to be related to five main domains 
as described in the Big Five Model. Although Model 
2 had better fit indices compared to Model 1, CFI, TLI 
and RMSEA values indicated that the fit was poor. 
Since the Big Five Model's fit indices showed that it 
did not adequately match the data, the model was 
modified by reducing the number of subdimensions in 
accordance with the lowest factor loadings.

The subdimensions with the lowest factor loadings 
were eliminated from the big five model. Therefore, 
tolerance (β = 0.501), self-control (β = 0.695), assertiveness 
(β = 0.393), trust (β = 0.314), and emotional control (β = 
0.619) were removed with the lowest factor loadings in 
this model. Therefore, the model was modified as five 
domains and ten subdimensions (Model 3). Fit indices 
of the modified model indicated acceptable model 
fit with better CFI, TLI and RMSEA values. Overall, the 
model provided an acceptable fit (CFI = 0.928, TLI =  
0.871, RMSEA = 0.084).

Predicting Mathematics Achievement

The modified 5-main domain, 10 subdimensions 
model of SSES was used to predict the mathematics 
achievement of students (see Table 4). According to 
the results, open-mindedness (β = 0.258) and emotional 
regulation (β = 0.398) main domains showed significant 
positive relationships with mathematics achievement. 
On the other hand, engaging with others (β = -0.516) 
main domain showed significant negative relationship 
with mathematics achievement. On the other hand, 
task performance and collaboration main domains 
did not have a statistically significant relationship with 
mathematics achievement. Overall, these five main 
domains explained 8% of the variance in mathematics 
achievement (R2 = 0.077). Among these domains, 
engaging with others had the most important role in 
prediction. 

Table 4.  
Standardized regression coefficients for predicting 
mathematics achievement

Predictors
Standardized 
Coefficients

S.E.

Open mindedness 0.258*** 0.053

Task performance -0.049 0.056

Engaging with others -0.516*** 0.141

Collaboration 0.033 0.067

Emotional regulation 0.398** 0.127

*p < .05; **p < .01; ***p < .001 

Differential relationship between SEL and mathematics 
achievement for related groups

To evaluate differential relationships, the analyses 
were conducted again for the gender, SES, and SEL 
evaluation groups.

Gender Groups

To determine whether relationships differ, mathematics 
achievement for each gender group was predicted 
using the SSES model. The findings demonstrated that 
whereas the model explained 6% of the variation in 
math achievement for boys (R2 = 0.056), it explained 
9% of the variation for girls (R2 = 0.092). Thus, the 
model was able to explain more of the variation of 
mathematics achievement for girls than for boys. 

Even though there was a significant positive 
relationship between the open-mindedness domain 
and math achievement for both boys and girls, the 
association was stronger for boys (β = 0.320) than 
for girls (β = 0.246). On the other hand, mathematics 
achievement of girls had a statistically significant 
positive relationship with emotional regulation 
(β = 0.412) and a statistically significant negative 
relationship with engaging with others (β = -0.419), but 
both domains did not have a statistically significant 
relationship with mathematics achievement for 
boys. Furthermore, there is no statistically significant 
relationship between math achievement for both 
boys and girls and task performance or collaborative 
domain.

Table 5.  
Standardized regression coefficients in the model for 
boys and girls.

Mathematics 
Achievement

Standardized 
coefficients 

S.E.

Boys

Open 
mindedness

0.320*** 0.089

Task 
performance

-0.138 0.090

Engaging 
with others

-0.348 0.214

Collaboration 0.028 0.113

Emotional 
regulation

0.185 0.194

Girls

Open 
mindedness

0.246*** 0.063

Task 
performance

0.012 0.068

Engaging with 
others

-0.419** 0.152

Collaboration -0.064 0.075

Emotional 
regulation

0.412** 0.134

  *p < .05; **p < .01; ***p < .001
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SES Groups

The SSES model was used to predict mathematics 
achievement for each SES group (low, medium 
and high) in order to determine whether or not the 
relationships differ (see Table 6). According to the 
results, the model explained 13% of the variance in 
mathematics achievement for students with low SES 
(R2=0.130), 9% of the variance for students with middle 
SES (R2=0.091). and 6% of the variation for students with 
high SES (R2=0.056). Thus, the model explained more 
variance in mathematical proficiency for students 
from low SES than for children from medium and high 
SES.

While there was a statistically significant positive 
relationship between the open-mindedness domain 
and mathematical achievement for both low- and 
high-level SES groups (β = 0.507 and 0.170, respectively), 
the association was stronger for the former than for 
the latter. There was a statistically significant negative 
relationship between mathematical achievement 
and engaging with others for both low- and high-level 
SES groups (β = -0.606 and β = -0.471). Finally, only high 
SES groups showed a statistically significant positive 
correlation between mathematical achievement 
and the emotional regulation domain (β = 0.341). There 
was no significant relationship between any of the 
domains and math achievement for groups with a 
medium level SES.

Table 6. 
Standardized regression coefficients for low, medium, 

and high-level SES

Mathematics 
Achievement

Standardized 
Coefficients (β)

S.E.

Low 
SES

Open mindedness 0.507*** 0.120

Task performance -0.166 0.145

Engaging with others -0.606* 0.279

Collaboration -0.089 0.105

Emotional regulation 0.520 0.283

Medium
SES

Open mindedness 0.073 0.126

Task performance -0.108 0.239

Engaging with others -0.955 0.769

Collaboration 0.399 0.406

Emotional regulation 0.691 0.640

High 
SES

Open mindedness 0.170* 0.082

Task performance 0.104 0.080

Engaging 
with others

-0.471** 0.174

Collaboration -0.031 0.076

Emotional 
regulation

0.341* 0.149

*p < .05; **p < .01; ***p < .001

SEL Evaluation Groups

Mathematics achievement was predicted using 
the SSES model for the non-evaluated, informally 
evaluated, and formally evaluated SEL evaluation 

groups (see Table 7). According to the findings, 
this model accounted for 6% of the variance in 
mathematics achievement (R2 = 0.062) for non-
evaluated SEL groups, 8% of the variance (R2 = 0.080) 
for informally evaluated SEL groups, and 9% of the 
variation for the SEL group that was formally evaluated 
(R2 = 0.091). 

Across all SEL evaluation levels, there was a statistically 
significant positive relationship between mathematics 
achievement and open-mindedness domain (β_
non = 0.240, β_informally = 0.233, β_formally = 0.359). 
However, this relationship was getting stronger from 
non-evaluated groups to formally evaluated groups. 
Additionally, there were statistically significant 
negative relationships between the domains of 
engaging with others and mathematical achievement 
for groups of students who were formally evaluated 
(β = -0.482). Additionally, for this group, the emotional 
control domain and mathematical achievement 
were positively correlated (β = 0.343). Achievement in 
mathematics did not exhibit a statistically significant 
relationship with other domains in the non-evaluated 
and informally evaluated groups.

Discussion

The primary objective of this study is to examine the 
extent to which the Big Five domains of social and 
emotional skills can predict mathematics achievement 
among high school students in Turkey. Specifically, the 
study aims to explore whether the predictive power 
of these domains is moderated by factors such as 
gender, SES, and the level of SEL evaluation. This 
investigation is premised on the understanding that 
social and emotional competencies are crucial not 
only for personal well-being and social integration 
but also for academic success. By focusing on these 
competencies, the study seeks to provide a more 
nuanced understanding of how SEL is related to 
mathematics achievement, offering potential insights 
into how educational strategies can be tailored to 
meet the diverse needs of students (CASEL, 2020; OECD, 
2021). The current study is significant not only because 
it applies the Big Five model to a Turkish context but 
also because it provides a detailed analysis of how 
SEL might influence mathematics achievement 
across different student groups. The findings have the 
potential to contribute to the broader literature on SEL 
by offering new insights into how social and emotional 
competencies interact with gender, SES, and school-
level evaluation practices to shape academic 
outcomes. Moreover, the study’s focus on mathematics 
achievement is particularly relevant given the global 
emphasis on STEM (Science, Technology, Engineering, 
and Mathematics) education as critical for future 
workforce development (OECD, 2021).
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According to the results of the current study, the 
social and emotional skills domains accounted for 
8% of the variance in mathematics achievement, 
particularly with open-mindedness, emotional 
control, and engaging with other factors. Thus, social 
and emotional skills have been shown to support 
academic achievement, which is consistent with 
previous research findings (Chernyshenko et al., 2018; 
McCormick et al., 2015; OECD, 2021). 

The domains of emotional regulation and open-
mindedness are positively related to students' 
proficiency in mathematics. Accordingly, the model 
suggests that students who have gained emotional 
control and an open mind typically perform better in 
math classes. The results align with the OECD's SSES 
report for every city that took place (OECD, 2021). Open-
mindedness domain which was defined in the study 
as openness to experience with the combination of 
skills, curiosity, and creativity has significantly positive 
relationship with students’ mathematics performance 
(Eroğlu et al, 2021; OECD, 2021). As a result, students 
who were classified as extremely creative and curious 
also said they were willing to learn new things, which 
leads to better academic performance (OECD, 2021). 
Additionally, there is a favorable correlation between 
mathematical achievement and the emotional 
regulation domain, which was defined as emotional 
stability with the combination of skills, stress resilience, 
and optimism (CASEL, 2020; Eroğlu et al, 2021). As a result, 
students who have mastered emotional regulation 
are more likely to perform better in mathematics. 

On the other hand, engaging with others plays 
the most important role in predicting mathematics 
achievement in the sample data from Turkey. The 
outcome is in line with the OECD's SSES findings for 
the older group across all data. More social 15-year-
old children receive lower math grades, according 
to the data. Individuals experience physiological and 
physical changes and are impacted by their peers 
during adolescence (Ahmetoglu, 2009; Gander & 
Gardiner, 2004). Teenagers' top priority during this 
time is getting their peers to accept them (Durualp, 
2014). The study's conclusions might thus be linked to 
the reality that teens prioritize their relationships and 
social ties over academic success (OECD, 2021). 

The differential relationship between SEL and 
mathematics achievement

One of the objectives of the current study was to 
use the big five domains model of SSES to predict 
mathematics achievement for various groups to 
investigate differential relationships. Having a general 
finding may not apply to every subgroup, thus the 
differential relationships offer a deeper understanding 
of a phenomenon, which is necessary to get better 
insight and use the findings efficiently. In order 
to examine differential relationships, the current 

study used gender, SES, and SEL evaluation level as 
subgroups.

The findings showed that explained variance of 
girls in math achievement was greater than boys. 
As a result, social and emotional competencies 
and mathematical achievement of girls were more 
correlated than boys. Previous research stated that 
gender differences have a key role in girls' better 
development of social and emotional skills compared 
to males' (Durualp, 2014; Kabakci & Korkut, 2010; 
Memis & Memis, 2013). Compared to boys, girls are 
found to have superior communication abilities and 
behaviors, including starting a discussion, adjusting, 
sustaining interaction, and being emotionally sensitive 
(Durualp, 2014; Kabakci & Korkut, 2010). Furthermore, 
mathematics performances of boys and girls who 
have higher curiosity and creativity skills are more 
likely to become more developed. On the contrary, 
more sociable and energetic girls are likely to have 
lower mathematics scores while boys’ sociability and 
energy skills are not related to their mathematics 
performance.  

The results showed that the explained variance in 
mathematical achievement was 13% for students 
from low socioeconomic backgrounds, 9% for 
students from medium socioeconomic backgrounds, 
and 6% for students from high socioeconomic 
backgrounds. Thus, it can be said that the social and 
emotional skills predicted math achievement more 
accurately for students from lower socioeconomic 
backgrounds. Therefore, students from disadvantaged 
socioeconomic backgrounds are likely to perform 
better academically in mathematics if they have 
acquired social and emotional skills. On the other 
hand, their performance in mathematics tends to 
suffer if they lack social and emotional skills. Thus, the 
current study shows how important it is to help pupils 
from low socioeconomic backgrounds. 

According to the findings, this model accounted 
for 6% of the variation in math achievement for SEL 
groups that were not evaluated, 8% of the variation 
in math achievement for SEL groups that were 
evaluated informally, and 9% of the variation in math 
achievement. Thus, it can be said that the SSES model 
and mathematics achievement for evaluated SEL 
groups and non-evaluated groups have differential 
relationships. The findings supported the literature's 
assertion that SEL assessment and evaluation are 
critical components of the development of these 
abilities, which are linked to academic success (Agliati 
et al., 2020; CASEL, 2019; Sutton, 2021). 

By providing empirical evidence on the relationship 
between SEL and mathematics achievement, 
the current study can inform the design and 
implementation of more effective SEL programs 
in Turkish schools. Additionally, it offers valuable 



March 2025, Volume 17, Issue 2, 

276

267-277

insights for policymakers and educators looking to 
enhance educational outcomes through targeted 
interventions that address the diverse needs of 
students. Ultimately, the study’s findings could 
contribute to the development of a more equitable 
and effective educational system that supports the 
holistic development of all students, regardless of their 
gender, socioeconomic background, or the extent to 
which SEL is formally evaluated in their school. 

Limitations

The study has limitations. One of the important 
limitation is that the current study was carried out 
using secondary data that was gathered by the 
OECD. Thus, the results from the study, which included 
students in the ninth, tenth, and eleventh grades in the 
Turkish sample, did not support the major five domains 
model of the OECD's SSES. As a result, the model was 
adjusted to exclude the subdimensions with the 
lowest factor loadings. For this reason, the model was 
examined using fewer subdimensions.
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Abstract

Introduction

This paper introduces an approach that uses latent class 
analysis to identify cut scores (LCA-CS) and categorize 
respondents based on context scales derived from large-
scale assessments like PIRLS, TIMSS, and NAEP. Context scales 
use Likert scale items to measure latent constructs of interest 
and classify respondents into meaningful ordered categories 
based on their response data. Unlike conventional methods 
reliant on human judgments to define cut points based on 
item content, model-based approaches such as LCA find 
statistically optimal groups, a categorical latent variable, 
that explains item score differences based on score 
distribution differences between latent classes. Cut scores 
for these classes are determined by conditional probability 
calculations that relate class membership to observed 
scores, finding the intersection point of adjacent smoothed 
probability distributions and connecting it to the construct. 
Demonstrated through application to PIRLS 2021 data, this 
is useful to validate existing categorizations of the context 
scale by human experts, and can also help to enhance 
classification accuracy, particularly for scales exhibiting 
highly skewed distributions across diverse countries. 
Recommendations for researchers to adopt this LCA-CS 
approach are provided, demonstrating its efficiency and 
objectivity compared to judgment-based methods.

In educational assessments of achievement, standard-
setting has been used for meaningful interpretation of 

test scores and for making decisions that impact students’ 
educational trajectories, such as screening students for 
instruction, grade promotion, selection, or admission 
(e.g., Cizek & Bunch, 2007; Cizek, 2012; Jiao et al., 2011). 
Performance standards, which are set through carefully 
determined cut scores, serve to classify examinees into 
defined proficiency levels, in doing so, guiding stakeholders’ 
understanding of individuals’ competencies relative to a 
given domain (Cizek, 2012). Therefore, standard-setting is 
central to establishing that assessments function not only as 
measurement tools but also as benchmarks for educational 
quality and progress. 
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Traditionally, standard-setting methods implemented 
for achievement instruments have relied on subject 
matter experts (SMEs) to interpret the content of 
assessment items and determine cut scores that align 
with descriptions of performance levels (Cizek, 1993). 
These methods are generally categorized as test-
centered, where SMEs focus on individual test items, 
or examinee-centered, where judgments are based 
on examinee performance rather than specific item 
content (Jaeger, 1989). Methods such as the Angoff 
procedure (Angoff, 1971), bookmark method (Mitzel et 
al., 2013), and contrasting groups method (Livingston 
& Zieky, 1989) are widely used in standard-setting. In 
these approaches, SMEs discuss the difficulty of test 
items and the expected performance of a “borderline” 
examinee to set a threshold for each proficiency level 
(Cizek, 2005; Peabody et al., 2023). The Angoff and 
bookmark methods are test-centered, as they focus 
on the properties of individual test items, with SMEs 
evaluating item difficulty to estimate the performance 
of a minimally competent examinee. In contrast, the 
contrasting groups method is examinee-centered, as 
it relies on SMEs classifying examinees directly based 
on their overall performance relative to the standard.

In addition to test-centered and examinee-centered 
distinctions, standard-setting methods can be 
classified as holistic or analytical, norm-referenced, 
or criterion-referenced. Holistic methods involve 
evaluating overall performance levels, while analytical 
methods break down performance into specific 
competencies or skills. Norm-referenced methods set 
performance standards by comparing the examinee's 
performance to a reference group, whereas criterion-
referenced methods define standards based on 
specific performance criteria or competencies (Cizek, 
2012). Similar to the test-centered versus examinee-
centered distinction, these categorizations, while 
conceptually useful, tend to overlap in practice, as 
most standard-setting approaches combine elements 
of various methodologies to comprehensively evaluate 
examinee proficiency levels.

Although well-established, these methods require 
intensive cognitive effort from experts to consider 
both the test content’s characteristics and the 
abilities of the target population. They are susceptible 
to inconsistencies due to variations in judgment, 
especially across diverse contexts (Brown, 2007; Cizek, 
2012).

To address the limitations of traditional judgment-
based approaches, recent research has explored 
data-driven methods for setting cut scores (Binici & 
Cuhadar, 2022; Brown, 2007; Peabody et al., 2023; 
Templin & Jiao, 2012). Latent class analysis (LCA; Dayton 
& MacReady, 1976, 2006; Lazarsfeld & Henry, 1968) has 
emerged as an appealing alternative for establishing 
cut scores in a statistically objective manner. LCA, 

a categorical latent variable modeling technique, 
identifies groups within a population based on 
response patterns rather than judgment, thus reducing 
the subjectivity typically associated with standard 
setting. This approach segments examinees into 
homogeneous latent classes according to a statistical 
optimization criterion, effectively distinguishing groups 
based on the item response distributions within each 
class. Unlike conventional methods that presuppose 
a continuous latent trait, LCA models assume that 
different, discrete latent classes account for variation 
in observed scores. This enables LCA to categorize 
individuals into performance levels based on empirical 
relationships among responses rather than a-priori 
content-based judgments.

Brown (2007) evaluated the effectiveness of LCA 
alongside the Angoff procedure and profile rating 
method for a middle school statistics assessment. This 
study utilized LCA to categorize students based on 
response patterns, providing an empirical, data-driven 
alternative to judgment-based approaches. The 
results showed that the traditional methods showed 
strong agreement, with students categorized similarly 
85.7% of the time. The LCA showed an even higher 
alignment with the Angoff method (92.2%) but slightly 
lower agreement with the Profile method (77.1%), 
indicating that LCA could reliably classify students into 
proficiency levels while reducing reliance on expert 
judgment. Similarly, Binici and Cuhadar (2022) applied 
LCA to an operational large-scale science assessment 
administered in one of the southern states in the United 
States to validate performance standards derived from 
traditional methods. Their work examined whether 
LCA could provide additional validity evidence into 
the classification accuracy of existing cut scores. By 
analyzing the latent structure within student response 
patterns, Binici and Cuhadar (2022) demonstrated 
that LCA could complement conventional judgment-
based methods by offering a statistically derived basis 
for performance standards. These studies showcase 
the advantages of LCA in creating objective and 
data-driven cut scores, primarily focusing on setting 
performance standards for achievement data. While 
applying LCA to standard settings is not entirely new, 
its application to background scales remains relatively 
underexplored.  

In large-scale international assessments such as PIRLS 
(Progress in International Reading Literacy Study) 
and TIMSS (Trends in International Mathematics and 
Science Study), context questionnaires are widely 
used to gather data on students’ background through 
student, school, and home questionnaires. Many 
of these context items are designed to measure 
common and dominant underlying latent constructs, 
such as student motivation, family support, and school 
resources, which aid in understanding the various 
factors that relate to student performance. The item 
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response theory (IRT) based scaling approach is then 
utilized to derive context scale scores for the items 
measuring the same latent construct. 

In operational settings, context scales are often 
divided into regions aligned with raw score points 
and transformed reporting scale cut points. The 
interpretation of these regions is content-referenced, 
meaning that each boundary aligns with a 
combination of response categories. These cut 
points are often defined through SME judgments. 
Hence, experts determine what constitutes high or 
low levels on each scale, sometimes solely based on 
reviewing the items and response categories, without 
referencing how respondents use the scale. However, 
these content-referenced cut-score definitions 
can result in score regions that contain few or no 
students, especially when evaluating skewed scale 
distributions across countries with diverse educational 
backgrounds.

Current study introduces an LCA-based cut score 
(LCA-CS) determination approach that addresses the 
limitations of traditional, judgment-based cut score 
definitions on context scales. This approach uses LCA 
with a predefined number of classes determined as 
the number of ordered categories experts wish to 
distinguish. LCA identifies groups of examinees based 
on their observed responses, providing posterior 
probabilities of class membership for each individual. 
Examines are then assigned to the most likely class 
based on the maximum posterior class probability, 
therefore classifications are statistically grounded 
rather than subjective expert judgment. After LCA 
identifies latent classes, which are homogeneous 
groups within the data, the latent classes are sorted 
based on the expected mean score for each class. 
This step reflects the principles of located and ordered 
latent class models (Clogg 1979; Croon, 1990; Formann 
1992; Lazersfeld & Henry, 1968) that the classes are 
represented by scores on a latent continuum. In 
our case, the construct's scale score provides this 
continuum, ensuring that class order is directly 
related to the underlying latent trait. This can be 
interpreted as the probability of selecting increasingly 
positive categories on a rating scale, in the case of 
context scales, or for cognitive skills, selecting the 
correct response, which increases as one progresses 
through a set of latent classes from the lowest to the 
highest (Croon, 2002), making it particularly useful in 
contexts where subgroups within a latent trait are 
to be identified rather than measuring differences 
between individuals. However, for ordered latent class 
approach to hold, it is also necessary to verify that the 
expected scores follow the same order across all items. 
Additionally, the differences between the expected 
scores for adjacent classes should be sufficiently large 
to demonstrate meaningful separation.

Furthermore, we modeled the conditional score 
distributions for each class independently to identify 
cut scores that separate adjacent classes. For this, 
we assume that each latent class represents a 
homogeneous group, and the conditional distribution 
of scores within each class follows a normal distribution. 
The use of conditional normal approximations for score 
distributions reflects widely applied practices in latent 
variable modeling, where parametric assumptions 
are employed to smooth score distributions (e.g., 
Heinen, 1993, 1996; Embretson & Riese, 2013; Mislevy, 
1983; Rost & von Davier, 1995; Smit et al., 2003; Templin 
& Jiao, 2012). While Formann (1992) emphasizes the 
relationship between categorical latent variables 
and response probabilities in linear logistic latent class 
models, our model ties class membership to a latent 
continuum. Smoothing these distributions helps cut-
score boundaries not to be overly sensitive to random 
fluctuations in the data. This is particularly important 
in large-scale assessments where sample sizes and 
response patterns vary widely across contexts. 

When applying LCA, the intersection points of 
smoothed posterior probabilities between adjacent 
classes define the cut scores. Then, these cut points 
are mapped back to the underlying construct. The 
model integrates categorical class definitions with 
continuous construct measurement by anchoring 
these cut scores to the IRT scale. Templin and Jiao 
(2012) argue for combining latent class models with 
continuous scaling to enhance the psychometric 
validity of classifications, while Rost (1990) emphasizes 
the compatibility of latent class and trait models for 
defining ordered categories along a latent continuum. 
Similarly, Croon (1990) and Formann (1992) offer 
theoretical frameworks for modeling ordered latent 
classes that align with continuous latent constructs, 
providing a basis for statistically grounded and 
construct-aligned classifications. Leveraging these 
principles, our approach bridges the strengths of LCA 
and IRT to develop a replicable, robust, and easy-
to-implement method for cut-score determination, 
making the classification more apt for secondary 
analysis and interpretation of the results.

To demonstrate the applicability of our model, we 
utilize PIRLS 2021 data to validate the classifications on 
context scales and enhance classification accuracy, 
particularly for scales with skewed distributions across 
countries with diverse educational backgrounds. 
This data-driven approach strengthens examinee 
categorization by extending the application of LCA-
based approaches to standard setting and proficiency 
scaling into new domains, supporting reliable, data-
driven standard setting across different educational 
contexts​​. Overall, this study highlights the advantages 
of LCA-CS as a viable alternative or complementary 
method to traditional judgment-based approaches 
for determining cut scores on context scales.
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Methods 

The latent class model (e.g., Lazarsfeld & Henry, 1968; 
von Davier & Lee, 2019) is a statistical technique for 
identifying latent subgroups within a population 
based on categorical observed variables. Suppose we 
observe J polytomous items (j=1,2,…,J) where each item 
has Kj (k = 1,…,Kj) response categories, and we observe 
responses for examinees i = 1,2,…,N. The observed 
responses to these variables are denoted as Xijk, where 
Xijk = 1 if examinee i selects the k-th response category 
to the j-th item, and 0 otherwise. The latent class 
model assumes that the observed joint distribution 
of the manifest variables can be expressed as a 
weighted sum of conditional distributions in C latent 
classes. Each class represents a cross-classification 
table of response probabilities, parameterized by 
πjck, the probability of selecting the k-th response to 
the j-th item in class c. For each variable j,  = 1. 
The weights pc, referred to as the mixing proportions, 
represent the prior probabilities of class membership 
satisfying  =1. 

A key assumption in LCA is conditional independence, 
meaning that the observed variables are independent 
of one another, given membership in a latent class. 
This assumption, analogous to the local independence 
property in IRT, allows the model to decompose the 
observed joint distribution of responses into class-
conditional probabilities (Yamamato, 1987). The 
model is fully identified by the matrix of conditional 
probabilities, πjck, and the class distribution, pc which 
together parameterize the probability of observed 
responses.

Under conditional independence, the probability of 
observing a specific set of responses for an individual i 
in a class c is given by:

The probability of the observed responses across all 
classes is then

The parameters of the model pc and πjck are estimated 
by maximizing the log-likelihood function:

Posterior probabilities for class membership are 
computed using Bayes’ rule:

where c = 1,2,…,C.

Latent classes are ordered if there is a permutation  
η(c) of the class membership variable C so that the 
expected responses of all items j are ordered across 
classes. That is,

This ensures that an ordered or continuous latent trait 
that leads to equivalent conditional probabilities can 
be identified. To test this, the classes are ordered by 
their expected sum score, i.e., the expected score is 
increasing with (reordered) class index. Then, the same 
property, the monotonicity of the expected scores, is 
checked for each item on the scale (Rost, 1990).

LCA for Identifying Cut Points

The proposed approach uses the latent class model to 
identify cut points on a scale from the response data. 
It first uses LCA to define a categorical latent variable 
that explains differences in item scores based on 
score distribution differences between homogeneous 
groups (latent classes). Next, a series of calculations 
are needed to identify cut points on the context 
scale. The details of these steps are described below. 
The following descriptions are based on three classes 
for simplicity and clarity, though the procedure 
generalizes to any number of classes.

1.	 Run latent class analysis (LCA) with a pre-
specified number of classes. This number is 
usually identified based on literature or by 
context experts. In large-scale assessments 
such as TIMSS & PIRLS, the goal is to define 
cutpoints for three groups with high, medium, 
and low expected scores on the context scales.

2.	 Assign test takers to classes based on the 
posterior probability P(C = c|X1…XJ) of being a 
member of class c given responses X1…Xj to a set 
of items. Each test taker is assigned to the class 
based on the maximum posterior probability 
among the specified classes.

3.	 Re-order classes so that the expected 
score increases with the class index. That 
is, E(score|C=c) > E(score|C=c+1) if class c = 1 
represents the class with higher scores, where 
E(score|C=c) is the expected score given class 
c. Meanwhile, check whether the expected 
scores of each item are in the same order as 
the ordered classes.

4.	 Calculate the probability of a score given 
a class, P(score|C). This probability is 
approximated assuming that each class is a 
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homogeneous group with a conditional normal 
ability distribution, N(μc,σc),  where μc and σc are 
the mean and standard deviation of scores 
within the class. The result is an approximate 
conditional probability distribution, the 
probability of a score given a class,  P(score|C).

5.	 Calculate the conditional probability 
approximation of a “class” given a score using 
Bayes’ theorem.  Standard results yield,

where P(score|C) is obtained from step 4. P(C)  
is the class size, and P(score)  is the marginal 
probability for each score point.

6.	 Identify the cut score points and connect 
them to the construct, either the raw points or 
the scale score. The cut points are identified 
by locating the intersection point of adjacent 
smoothed posterior probability distributions, 
obtained from step 5, so that P(C=c|cut point) 
> P(C=c+1|cut point) and P(C=c+1|cut point-1>) 
P(C=c|cut point-1), if class c = 1 represents the 
class with higher scores. 

7.	 Classify the respondents into one of the three 
regions based on the identified cut points. 
Once the cut points are determined using 
this method, the subsequent procedures of 
assigning respondents to categories mirror 
those of the judgment-based cut point 
specification method or other methods.

For reporting or interpretation of the regions 
divided by these cut points, the minimum responses 
needed to meet or exceed the cut scores could be 
determined by calculating the expected responses 
for each item based on the IRT model and estimated 
item parameters. This involves selecting the most likely 
response for each item given the associated scale 
cut score, starting with the response category with 
the highest probability across all items, then moving 
to the next highest probability on another item 
until the total raw scores of expected responses are 
achieved to have the same values as the identified 
raw cut scores. Note that any response pattern that 
matches the raw score associated with the scale cut 
score is compatible with this approach if the scale 
score is derived using Rasch IRT model, just as in the 
judgement-based approach.

Application of the LCA-CS Method for Creating Scale 
Regions

PIRLS and Context Scales Reporting

This section describes applying the approach to 
define scale regions using data from PIRLS 2021. PIRLS 
is designed to measure reading achievement at the 
fourth-grade level and school and teacher practices 
related to reading instruction. Students complete a 
reading assessment and a questionnaire asking about 
their attitudes toward reading and reading habits. 
In addition, parents, teachers, and school principals 

are given questionnaires to gather information about 
students’ home and school experiences in developing 
reading literacy. Since 2001, PIRLS has provided high-
quality data for monitoring progress in students’ 
reading achievement in their fourth year of schooling 
and measuring trends in achievement over time, 
covering 20 years of trends. 

In PIRLS 2021, the fifth assessment cycle, 57 countries 
and 8 benchmarking entities participated. All students 
were administered the same questionnaires after 
the achievement booklet administration. PIRLS 2021 
collected data from approximately 400,000 students, 
their parents, teachers, and school principals (Mullis 
et al. 2023). The PIRLS context questionnaire included 
several item sets intended to measure a latent 
construct. These constructs included the availability of 
home resources for learning, participation in literacy 
and numeracy activities in the home, the school’s 
emphasis on academic success, students’ attitudes 
about learning, and many others. In total, 22 context 
scales were derived from the PIRLS 2021 data collected 
from students, their parents, teachers, or principals 
using the Rasch partial credit model (PCM; Masters, 
1982; Masters & Wright, 1997). The estimated Rasch scale 
scores were converted into a (10, 2) reporting metric 
for each scale, based on the countries included in the 
calibration (Yin & Reynolds, 2023). The reporting metric 
of the scale is set during the PIRLS cycle when the 
scale is first used or if a scale was revised by adding or 
changing items or revising response options. 

Respondents were classified into three regions 
corresponding to high, middle, and low values on the 
construct to facilitate interpretation of the context 
scale results. The cut scores on the scale delimiting the 
regions were described in terms of combinations of 
response categories, the score combinations needed 
to reach medium or high score regions were defined 
based on review by content experts. Details on this 
procedure can be found in Yin & Reynolds (2023). 

Once the raw cut points were identified, the 
corresponding scale cut scores were located utilizing 
the fact that the raw score is a sufficient statistic in 
the Rasch model (Andersen, 1977). This conversion was 
done assuming all questions in the set were answered. 
This judgment-based method works well under 
certain conditions, and the scale is well-centered and 
has sufficient variance along the range of possible 
scores. However, when the item responses are highly 
skewed across countries, the content-referenced cut-
score definitions might produce score regions that 
do not contain students for some reporting groups, or 
even in some countries. The classification is not very 
useful, if, for example, only ‘medium’ and ‘high’ groups 
are populated, but no students are assigned to the 
‘low’ group. For analytic purposes, such a case would 
reduce the reporting to only two groups. 
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In these cases, the proposed LCA-based approach 
can improve the situation. In the example of the PIRLS 
2021 data, the proposed LCA-CS method validates 
existing categorizations on the context scales and 
enhances classification accuracy, particularly for 
scales exhibiting highly skewed distributions across 
diverse countries. 

Description of Example Scale

This study uses the "Home Early Literacy Activities 
Before Primary School" scale as an example to 
demonstrate the LCA-CS method for specifying cut 
points.

The Home Early Literacy Activities scale was initially 
developed in PIRLS 2011 and has been continued for 
subsequent cycles. It includes nine component items 
from parents’ questionnaires, focusing on how often 
parents engage their children in early literacy activities, 
as listed in Table 1 (Mullis et al., 2023). All 9 questions 
have three response options, “Often’, “Sometimes”, 
and “Never or almost never”, with assigned numeric 
values of 2, 1, and 0 to the corresponding response 
categories. Therefore, the maximum available total 
raw points of this scale were 18.

Table 1: 
Questions Included in PIRLS 2021 Home Early Literacy 
Activities Before Primary School Scale

The distribution of this scale is highly skewed, with 
almost no respondents falling into the low category 
for most countries when using cut scores provided by 
content experts. The categorization was based on 
scale cut scores of 10.7 and 6.2, derived from raw cut 
points of 14 and 4 based on minimal response profiles 
provided by content experts described earlier. 

Applying the LCA-CS Method 

To apply the proposed LCA-CS method for identifying 
the raw cut points, the SAS procedure PROC LCA 
(Lanza et al., 2015), one specialized function designed 
for latent class analysis in SAS program, was used for 
estimating the latent class model. The LCA was based 
on the combined data from all 40 calibration countries 

(Yin & Reynolds, 2023), countries that administered 
the assessment as scheduled at the end of the 4th 
school year, with complete responses to the 9 items. A 
total of 171,796 respondents were included in the LCA 
model, estimated assuming three classes to align with 
the reporting goals for PIRLS 2021 international results. 
The NSTARTS value in PROC LCA was set as 20 to find 
the best estimates and avoid local maxima of the 
likelihood function when conducting the analysis. 

The posterior probability of the three classes for each 
respondent is part of the derived statistics that can 
be obtained through the SAS LCA procedure. Next, 
the rest of the steps from the previous section were 
applied. Table 2 shows the results after step 5, the re-
calculated conditional probability approximations of 
the three classes given a score, P(C|score). In the table, 
class 1 represents the class with the highest expected 
score, while class 3 represents the class with the lowest 
expected score. The left two columns are raw possible 
total points of complete responses of nine items and 
the associated unique transformed Rasch scale scores, 
which were retrieved from Appendix 15B in the PIRLS 
2021 context scaling chapter (Yin & Reynolds, 2023). 
The last three columns are the conditional probability 
approximations, or smoothed posterior probabilities, 
for the three classes. 

Table 2: 
Conditional Probability Approximations of Classes 
given a Raw Score Point

Raw 
Points

Scale 
Score

Number of 
respondents

Smoothed Conditional 
Probability

Class 1 Class 2 Class 3

0 2.0717 511 0.00 0.00 1.00
1 3.9169 402 0.00 0.00 1.00
2 4.8778 698 0.00 0.00 1.00
3 5.5848 987 0.00 0.00 1.00
4 6.1700 1566 0.00 0.00 1.00
5 6.6863 2470 0.00 0.03 0.97
6 7.1652 3537 0.00 0.13 0.87
7 7.6184 5215 0.01 0.35 0.64
8 8.0567 7310 0.02 0.63 0.36
9 8.4885 12000 0.02 0.81 0.17
10 8.9179 12752 0.03 0.89 0.08
11 9.3525 15367 0.05 0.91 0.04
12 9.7989 18101 0.09 0.89 0.02
13 10.2674 19713 0.17 0.82 0.01
14 10.7707 19484 0.36 0.64 0.01
15 11.3376 17865 0.68 0.32 0.00
16 12.0220 14082 0.94 0.06 0.00
17 12.9578 9721 1.00 0.00 0.00
18 14.7746 10015 1.00 0.00 0.00
Figure 1 displays the smoothed posterior probability 
distribution for each class. Cut points were identified 
by locating the intersections of adjacent probability 
distributions and connecting them to the construct. 
From Figure 1, the intersections occur between 7 and 8 
for classes 2 and 3, and between 14 and 15 for classes 
1 and 2. To align with the judgment-based raw cut 
points approach using whole numbers, 8 and 15 were 
chosen as the raw cut points.
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Once the raw cut points were determined, the 
subsequent procedures of assigning respondents to 
categories mirror those of the judgment-based cut 
point specification method described in creating 
the PIRLS 2021 context scales chapter (Yin & Reynolds, 
2023). According to the equivalence table of the raw 
scores and transformed scale scores presented in 
Table 2, the corresponding scale scores are 8.0567 and 
11.3376 for raw points 8 and 15, respectively. Following 
the same rounding rules as the judgment-based 
cut point specification methods, the rounded scale 
scores, 8.1 (rounded up) and 11.3 (rounded down), were 
the final scale cut scores. These two cut scores were 
then used to classify all the respondents into one of 
three regions, including those from the countries with 
delayed administrations due to pandemic-related 
delays.

Categorization Results Using the LCA-CS Method 

The following section presents the categorization 
results applied to the Home Early Literacy Activities 
scale using the LCA-CS method to identify the cut 
scores. 

Table 3 shows the percentage of students whose 
parents were classified into each of the three regions 
using two different categorization methods. The 
standard errors (SEs) associated with the percentages, 
except for the percentage of 2 or smaller, are listed 
in parentheses. This table reports the results based 
on all PIRLS 2021 countries with comparable data, 
including those not included in the LCA model and 
item calibrations. The rightmost column shows each 
country's average scale score and associated SE. 
The results in the left part of Table 3 are the PIRLS 
2021 published results (Mullis et al., 2023), showing 
percentages derived from conventional methods 
reliant on human judgments to define raw cut points 

based on item content. In contrast, the percentages 
for the three regions in the right part of the table were 
obtained using the LCA-CS procedures.

In Table 3, within the low region of the scale, there 
are many very small percentages, 2%, 1%, and even 
0s, when using the judgment-based categorization. In 
practice, reporting the achievement levels for such a 
small percentage of students in a region is associated 
with a large error, and PIRLS does not report groups 
smaller than 2% in size. Therefore, the results from this 
categorization provided limited value for interpreting 
the relationship between achievement and home 
early literacy activities. 

In contrast, using the LCA-CS procedures, the 
distribution of percentages across the three regions 
is less skewed across countries, enhancing the 
interpretation of the achievement and the related 
context. Based on the categorical latent variable 
modeling technique, the low category is no longer 
empty for all countries, which identifies groups based 
on a statistically optimal criterion. Additionally, the 
percentages in the middle region closely align with 
those from the judgment-based approach at the 
country level and internationally. This supports the 
existing categorizations on the context scales for the 
middle region, indicating that most respondents are 
likely in the "Medium" region of the scale. Overall, the 
categorization based on this method provides more 
value for interpreting home early literacy activities 
with students’ reading achievement.

Discussion

With growing interest in understanding how learning 
contexts relate to student achievement, many items in 
large-scale assessment questionnaires are designed 
to measure a common underlying context construct 
linked to achievement. For interpretation, respondents 

Figure 1: 
Plot of the Conditional Probability Approximations of Classes given a Raw Score Point
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Table 3: 
Percent of Students in Each Region of Home Early Literacy Activities Scale Using Two Categorization Methods  
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are classified into high, middle, and low regions 
utilizing specified cut-points on the context scale. 
The achievement in each group is then reported. This 
enables the relationship between achievement and 
the context to be observed across diverse groups. 
Conventional methods rely on expert judgments 
to define cut points based on item content, which 
works well with balanced response distributions. 
However, when the item responses are highly skewed 
across diverse groups or populations, these content-
referenced cut-score definitions likely produce regions 
with few or no respondents, limiting the interpretation 
of the achievement and context relationship, as 
illustrated in Table 3.

The proposed LCA-CS method addresses these 
challenges by leveraging LCA to calculate the 
posterior probability of class membership for a pre-
specified number of classes for each respondent with 
complete responses. With the assumption that each 
class is a homogeneous group with a conditional 
normal ability distribution, the conditional probability 
approximations of class membership are obtained by 
a series of calculations, as illustrated in the previous 
sections. These conditional probabilities of a class 
membership given a score provide the basis for finding 
the cut scores on the constructed context scale to 
apply to all respondents with a valid scale score. As 
demonstrated by applying the method to the PIRLS 
2021 Home Learning Activity data, the proposed LCA-
CS method statistically optimized the distribution 
of students across categories and enhanced the 
adequacy of categorization. This implies that this 
data-driven LCA-CS method could serve as an 
improved approach for identifying cut scores for 
educational researchers or practitioners, especially 
when the responses are highly skewed across diverse 
groups. 

Our study aligns with the growing body of literature 
emphasizing the importance of incorporating 
statistical modeling techniques into educational 
assessment to enhance the validity of classification 
decisions (e.g., Brown, 2007; Templin & Jiao, 2012; Binici 
& Cuhadar, 2022). While both Brown (2007) and Binici 
and Cuhadar (2022) focused on the application of LCA-
based method to achievement data demonstrating 
its utility as an empirical, data-driven alternative to 
judgement-based methods for classifying examinees, 
our research extends the application of LCA-based 
method to contextual data. In this domain, where 
response distributions are often skewed across diverse 
groups, LCA-based classifications can improve 
the adequacy of categorization. Furthermore, our 
findings resonate with those of Binici and Cuhadar 
(2022), who demonstrated that LCA-based methods 
can validate performance standards derived from 
traditional judgment-based approaches. Similarly, 
in the context of our study, the LCA-based method 
proved effective for validating existing judgement-
based categorizations on the context scales.

In conclusion, the LCA-CS method offers a promising, 
statistically sound alternative for defining cut scores 
on context scales in large-scale assessments. By 
addressing the limitations of traditional methods 
and optimizing the distribution of respondents across 
categories, this approach provides meaningful insights 
into the relationship between learning contexts and 
achievement. The LCA-CS method, as introduced in 
this study, utilized scales derived from a Rasch model 
with a pre-specified number of classes provided 
by analytic goals. When this required number of 
classes is unavailable, the LCA method can be used 
to determine the optimal number of classes based 
on model fit statistics and practical needs. This study 
introduced the LCA-CS method and demonstrated 
its implementation with real data from a large-
scale assessment. Future studies should focus on 
developing diagnostics to evaluate the effectiveness 
of the LCA-CS method compared to judgment-based 
cut points. In addition, future research could extend 
this approach to scales based on more general IRT 
models, such as the Generalized Partial Credit Model, 
using similar procedures.
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Abstract

Introduction

This study compares latent profiles derived from student 
subgroups of varying levels of mathematical skills defined by 
achievement and ability assessment scores. Achievement 
and ability cut scores for identifying students at both ends of 
the mathematics spectrum were applied and the resulting 
latent profiles within each condition were compared. The 
research utilized latent profile analysis to identify student 
profiles with achievement scores from the Iowa Assessments 
and ability scores from CogAT. The participants consisted of 
50,998 second-grade students in a Southeastern state. The 
finding revealed varying demographics and patterns of 
ability and achievement for each condition, underscoring 
the need to acknowledge students with diverse learning 
styles and the distinct dynamics between achievement 
and ability scores to use for identifying students who may 
benefit from tailored educational programs.

The COVID-19 pandemic significantly disrupted teaching 
and learning processes, leading to notable declines 

in student achievement across grade levels. Numerous 
reports have examined the pandemic's impact, consistently 
highlighting that mathematics achievement suffered 
more than reading (Curriculum Associates, 2020; Kuhfeld 
et al., 2020; Renaissance Learning, 2021). Even prior to the 
pandemic, academic performance in the United States 
revealed concerning trends, with 30% of Grade 12 students 
performing below the basic level in reading and 40% 
below the basic level in mathematics (National Center 
for Educational Statistics, 2019). Mathematics, especially, 
poses challenges for many students and often serves 
as a gatekeeper to higher education and employment 
opportunities in technology-driven fields (Moses & Cobb, 
2001). The cumulative nature of mathematical learning, 
where advanced concepts build on foundational skills, 
further exacerbates difficulties for students who fall behind, 
making it challenging for them to catch up with their peers 
(Green et al., 2017).
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Given these challenges, understanding how to 
enhance academic achievement, particularly in 
mathematics and reading, is a pressing concern for 
parents, educators, and policymakers (Younger, et al., 
2024). Developing targeted strategies to support skill 
acquisition in these areas is essential, as they form the 
foundation for broader educational and professional 
success. Understanding and addressing these issues is 
important to improve outcomes and ensure equitable 
opportunities for all students.

In many educational systems, students are traditionally 
grouped based on cognitive abilities, achievement 
scores, and other measures to provide more targeted 
instruction to students with shared strengths or 
weaknesses. These categories often include 
students identified as gifted and talented or those 
participating in individual or intervention education 
programs. While such groups are more homogenous 
in terms of selection criteria, studies show that diverse 
profiles often arise due to various factors reflecting a 
range of educational, cognitive and social influences 
(e.g., Mahatmya et al., 2023; Mammadov et al., 2016; 
Ziernwald e al, 2022) . For instance, some students may 
excel in specific areas (e.g., math, verbal reasoning) 
but not necessarily across all domains. “Twice-
exceptional” students – those who are both gifted and 
have learning disabilities – may show discrepancies 
between achievement and ability scores (Moon & Reis, 
2004). Socioeconomic background also plays a role, 
for example, with high-SES students often benefiting 
from more exposure to advanced learning resources, 
resulting in higher achievement scores, while low-
SES students may underperform despite having high 
ability.

Another source of diversity with these groups arises 
from the tools used to identify students, such as 
achievement and ability tests along with other 
measures. Therefore, it is important to distinguish 
between achievement and ability, as these 
constructs, while related, assess different aspects of 
student performance. Achievement typically refers 
to the knowledge and skills a student has acquired 
through learning and education, often reflected 
through test scores and grades (Soares, et al., 2015). 
In contrast, ability–sometimes referred to as fluid 
intelligence (Cattell, 1963, 1987)–is typically measured 
by tests of inductive and deductive reasoning, 
assessing a student’s potential to think critically, solve 
problems, draw inferences, identify relationships, and 
transform information in a significant way (Nickerson, 
2011). That is, the ability reflects potential, whereas 
achievement represents the realization or execution 
of that potential (Schneider, 2013). Understanding the 
differences between these two constructs is essential 
for accurately identifying students’ needs, as a high-
achieving student may not necessarily possess the 
highest levels of innate ability, and vice versa. 

The association between ability and academic 
achievement is well-established. A large body of 
research has demonstrated a significant correlation 
between ability and achievement, ranging from 
.50 to .70 (Soares, et al., 2015). Variable-centered 
approaches (e.g., analytic approaches that examine 
associations among variables; Laursen & Hoff, 2006), 
such as an ordinary least squares regression, may 
offer a limited perspective of student performance, 
potentially obscuring significant subgroups with 
unique achievement and ability performance patterns 
because they focus on inter-individual differences 
instead of intra-individual differences (Litkowski, et al., 
2020). In contrast, latent profile analysis (LPA), a person-
centered approach, identifies groups of individuals 
who share certain characteristics (Laursen & Hoff, 
2006). By clustering students into latent profiles that 
reflect shared characteristics across achievement 
and ability metrics, LPA provides a more nuanced 
understanding of student diversity and performance.

The existing literature includes studies examining latent 
profiles of critical thinking and science achievement 
(Hwang et al., 2023), as well as cognitive profiles 
based on executive functioning to predict academic 
performance in reading and mathematics (Carriedo, 
et al., 2024; Younger, et al., 2024; Litkowski, et al., 2020), 
and exploration of latent profiles of mathematics 
achievement, numerosity, and math anxiety in twins 
(Hart et al., 2016). Additionally, research has explored 
unique profiles of high-ability and underrepresented 
students' subject-specific psychological strengths 
(Mahatmya et al., 2023) and has emphasized the 
role of LPA in understanding personality profiles of 
high ability students L-Ach (Mammadov et al., 2016). 
Furthermore, Zierwald et al. (2022) utilized the LPA 
to differentiate high-achieving subgroups based on 
different mathematic achievement indicators and 
the motivational-affective characteristics. Despite 
these contributions, to our knowledge, thus far, no 
study has explicitly addressed the heterogeneity in 
students’ performance across both achievement and 
all components of reasoning ability scores, particularly 
within the context of high- and low-performing 
groups.

Therefore, this study aims to explore how high- and 
low-performing groups, as defined by standardized 
achievement and ability test scores, differ in their 
latent profiles derived from standardized achievement 
(Mathematics and Reading) and ability (Verbal, 
Quantitative and Nonverbal) tests scores. Specifically, 
it seeks to answer four major research questions:

1.	 Do low-achieving and low-ability groups, as 
defined by achievement and ability test scores, 
have configural differences (number and shape 
of profiles) in the latent profiles derived?

2.	 Do high-achieving and high-ability groups, as 
defined by achievement and ability test scores, 
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have configural differences in the latent profiles 
derived?

3.	 What are the demographics of students within 
each of the latent profiles?

4.	 How do the patterns of test and skill level 
performances compare across student profiles?

Understanding these profiles has significant 
implications for educational practitioners. For instance, 
recognizing that students may differ significantly 
in terms of learning preferences, strengths, or areas 
of struggle can inform the design of differentiated 
instruction, more targeted interventions or support 
mechanisms tailored to address each subgroup’s 
specific needs. By focusing on both ends of the 
achievement and ability spectrum, this study offers 
comprehensive insights into how these student groups 
differ not just on performance measures but also in 
their latent academic profiles, potentially guiding 
future educational policies and practices.

Method

Participants. This study utilized one year of data from 
one large, diverse school district in the Southeast 
United States. The data contained 55,482 Grade 
2 students who tested with both an achievement 
and an ability assessment in October of 2022. After 
excluding individuals who failed to complete the 
test, encountered testing irregularities, or lacked 
scores in any of the Iowa Assessments subjects or 
any of the Cognitive Abilities Test (CogAT) batteries, 
the remaining 50,998 (49.8% female) test takers were 
considered in this study.

The demographics in the study samples were as 
follows: 64% White, 35.3% Black, 12.7% Hispanic, 3.3% 
Asian, 1% Pacific Islander, and 3.3% students who 
identified as American Indian or Alaskan Native. 
Coding was based on information provided by the 
district for the CogAT. For the race/ethnicity data 
fields, students were allowed the option to mark all 
that apply; therefore, the sum of the percentages 
may exceed 100%. The demographics and summary 
statistics of the conditions investigated are provided in 
the data analysis section.

The second-grade data were selected as this grade 
provides math instruction that involves a diverse range 
of foundational skills (see Table A1 in the appendix) 
and most educational systems administer the CogAT 
for their gifted/talented screening at this grade 
level. Institutional Review Board (IRB) approval from 
[blinded] was not required, as the study involved only 
secondary data analysis using non-identifiable data 
elements. However, the researchers did not obtain 
permission from the school district to make the data 
publicly accessible. Also, neither student nor district-
level information is publicized.

Measures. Data from the following measures were 
collected as a part of the district’s planned assessment 
schedule. De-identified data from these assessments, 
along with demographic information were provided 
for this study.

The Iowa Assessments (Dunbar & Welch, 2015). The 
achievement test was developed with multiple test 
levels spanning Grades K to 12 that measure knowledge 
of subject areas that students are expected to have 
learned at school (e.g., Reading and Mathematics). 
The content coverage reflects extensive research by 
an experienced development team using established 
professional content standards listed in Table A2 
(Riverside Insights, 2012). See Table A1 for the skill 
domains reported for the test level administered for 
this study. Students’ data from Level 7 of the Iowa 
Assessments Form G Core Battery: Reading (Part 1—
Picture Stories and Sentences and Part 2—Stories) and 
Mathematics (Part 1 and Part 2) were used in this study. 
These tests vary in length from 35 to 41 questions, and 
although the tests are untimed, the estimated time 
for a student to respond to both parts of a test ranges 
from 45 to 50 minutes. Except for the Reading test, 
questions are presented orally. To obtain a Reading 
score and a Mathematics score, both parts of each of 
the tests must be administered.

The CogAT (Lohman & Lakin, 2017). The cognitive 
reasoning ability test was developed to span Grades 
K to 12 for students aged 4 years 11 months to 21 years 
7 months and has two alternate test forms designed 
to be parallel in test structure and item difficulty. The 
test assesses inductive and deductive reasoning, 
classified as fluid-analytic abilities (Cattell, 1963; 1987), 
in three domain areas—nonverbal/figural, verbal, 
and quantitative reasoning. These abilities are closely 
related to an individual’s success in school and the test 
results may be used to help plan adaptable instruction. 
The data used in this study is from the Level 8 tests of 
Form 8. For this level, tests vary in length from 14 to 18 
questions, and although all the tests are untimed, the 
estimated time for a student to respond to each test 
ranges from 11 to 15 minutes.

Data Analysis

Two conditions were established to classify students: 
those scoring in either the lower end (L) or upper 
end (U) of the score distribution, as determined by 
norm-referenced scores. The classification was 
based on the National Percentile Rank (NPR) for 
either the mathematics test of the Iowa Assessments 
(mathematics achievement) or the quantitative 
reasoning battery of the CogAT (quantitative reasoning 
ability). CogAT provides two types of percentile rank 
scores: age-based and grade-based. For this study, we 
utilized the age-based percentile rank. Within each 
condition, students were identified using achievement 
(Ach) and ability (Abl) test-based cut scores 
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corresponding to the 23rd and 77th percentile ranks 
(Jesson, 2018) for the L and U conditions, respectively. 
For instance, examinees whose national percentile 
ranks for the Iowa Mathematics test are lower than or 
equal to 23 composed the lower achievement group 
(L-Ach), and examinees with age-based national 
percentile ranks higher than or equal to 77 for the 
CogAT Quantitative Battery composed the upper 
ability group (U-Abl). Figure 1 displays the subgroups 
created based on these thresholds.

These cut-off scores were selected because they 
align with the percentile rank thresholds used to 
define below-average (stanine scores of 1 through 3) 
and above-average (stanine scores of 7 through 9) 
performance on both the Iowa and CogAT (Lohman, 
2013) assessments. The use of these stanine-based 
thresholds is particularly relevant because the 
differentiated instruction reports and profile scores 
provided by the CogAT assessments are also based 
on stanine scores (Lohman, 2013). Consequently, these 
scores are familiar to instructors and have been widely 
utilized to guide tailored instructional practices.

The demographics of subgroups are provided in 
Table 1. The achievement-based selection provided 
the largest sample size in the lower condition while 
the ability-based criteria selected the largest sample 
size in the upper condition. Female (52.3%) and black 
(50.2%) students slightly dominated the L-Ach group 
whereas the L-Abl group was slightly dominated by 
male (52.6%) and black (52.9%) students. Male and 
white students, on the other hand, dominated both 
U-Ach (60.9%; 87.3%, respectively) and U-Abl (56.6%; 

80.2%, respectively) groups. In the upper condition, 
ability-based selection increased the representation 
of both female and underrepresented groups (Black 
and Hispanic) compared to the achievement-based 
selection.

The rescaling of variables before conducting latent 
profile analysis is a widely common methodological 
application to ensure interpretable latent profiles (e.g., 
Carriedo et al., 2024; Spurk et al., 2020). Therefore, the 
Iowa Assessments scale scores (Mathematics and 
Reading) were rescaled to be on the same scale as 
the CogAT ability normative scale scale (x̄ = 100, SD 
= 16). The descriptive statistics of rescaled scores of 
subgroups (L-Ach, L-Abl, U-Ach, U-Abl) are presented 
in Table 2 to provide an overview of the performance 
of subgroups on each test. The achievement-based 
subgroups (L-Ach & U-Ach) had higher average test 
scores than the ability-based subgroups in their 
specific conditions. In the lower condition, the largest 
performance differences were on the ability tests 
whereas the largest performance gaps between 
the subgroups in the upper condition were on the 
achievement tests.

To address the research questions, latent profile 
analyses were conducted using the tidyLPA package 
(Rosenberg et al, 2019) in R (R Core Team, 2023) for all 
four subgroups of students (L-Ach, L-Abl, U-Ach, U-Abl). 
Iowa achievement test scores (Iowa Mathematics 
and Iowa Reading) and CogAT ability test scores 
(Verbal, Quantitative, and Nonverbal Reasoning) were 
employed to construct student profiles. LPA was used 
as an exploratory-driven approach, and a variety of 

Figure 1. 
Ability/achievement subgroups based on the thresholds.
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models were investigated to determine the optimum 
number of profiles. This exploratory-driven approach is 
appropriate where there is no strong theory to suggest 
or predict the number of classes or profiles that will 
result from the underlying variables (Hwang et al., 
2023). As with other latent variable models, the model 
fit indices provided in LPA enable different models to 
be compared and informed decisions to be made 
regarding the number of underlying classes which is 
most congruent with the data (Marsh et al., 2009). 

An analytic hierarchy process (Akogul & Erisoglu, 
2017), based on the Akaike Information Criterion (AIC, 
Akaike, 1974), Approximate Weight of Evidence (AWE, 
Banfield & Raftery, 1993), the Bayesian Information 
Criterion (BIC, Schwarz, 1978), Classification Likelihood 
Criterion (CLC, Biernacki & Govaert, 1997), and Kullback 

Information Criterion (KIC, Cavanaugh, 1999), were 
examined to determine the optimal number of latent 
profiles for each set of students. For the model fit 
indices, models with lower values indicate better 
fit. In addition to relying on model fit indices, the 
bootstrap likelihood ratio test (BLRT; McLachlan & 
Peel, 2000) was utilized to assess model adequacy. A 
statistically significant BLRT result indicates rejection 
of the null hypothesis of k profiles in favor of a model 
with k+1 profiles. Other considerations in selecting the 
optimal model included profile sizes (Lubke & Neale, 
2006) and the interpretability of the profiles (Marsh 
et al., 2009). After identifying the final model, the 
descriptive statistics and prevalence of each profile 
were summarized and examined. The latent profiles 
resulting from the achievement versus ability test-
based cut scores were compared for both conditions 

Table 1. 
Demographic Distributions of the Matched Datasets by Condition and Subgroup.

Condition Subgroup N Female Male
American 

Indian
Asian Black Hispanic

Pacific 
Islander

White Other

Lower
L-Ach (Math NPR ≤ 23) 22288 52.3% 47.6% 4.5% 2.1% 50.2% 17.4% 1.2% 49.0% 1.1%
L-Abl (Quant NPR ≤ 23) 8650 47.2% 52.6% 4.1% 1.2% 52.9% 14.8% 1.1% 46.8% 1.3%

Upper
U-Ach (Math NPR ≥ 77) 5673 39.1% 60.9% 1.4% 6.7% 10.1% 5.0% 0.5% 87.3% 0.9%
U-Abl (Quant NPR ≥ 77) 12353 43.4% 56.6% 2.2% 6.6% 16.8% 9.2% 0.7% 80.2% 1.0%

Table 2. 
Descriptive Statistics for the Matched Datasets by Condition and Subgroup.

Achievement Ability
Mathematics Reading Verbal Quantitative Nonverbal

Sample Condition Subgroup Mean SD Mean SD Mean SD Mean SD Mean SD
Ability/
Achievement
Matched 
Sample

Lower
L-Ach 85.3 8.7 90.4 11.9 87.7 11.8 92.5 12.3 88.0 11.4
L-Abl 83.9 11.5 87.5 11.5 81.2 11.1 79.2 7.6 80.6 9.6

Upper
U-Ach 127.1 6.1 117.8 13.1 113.1 10.5 118.3 10.0 116.7 13.2
U-Abl 114.8 12.2 111.4 14.7 109.3 10.7 119.3 6.3 113.3 12.6

Overall Total Group 100.0 16.0 100.0 16.0 96.9 14.1 102.0 14.3 97.6 15.4
Note: The Iowa Assessments scale scores (Mathematics and Reading) were rescaled to be on the same scale as the CogAT ability normative scale (x̄ = 100, SD = 16). The 

total group is comprised of all examinees (N=50998) in the matched sample. 

Table 3. 
Model Fit Statistics for Models for Each Condition and Subgroup.

Condition Subgroup Model LL AIC BIC Entropy n-min% BLRT

Lower

L-Ach

1 -409398.89 818837.79 818998.03 1.00 100.00% n/a
2 -406727.98 813537.95 813866.43 0.70 32.42% p<.01
3 -405812.49 811748.98 812245.71 0.61 29.69% p<.01
4 -405604.68 811375.37 812040.35 0.54 6.42% p<.01
5 -405430.73 811069.46 811902.69 0.49 16.63% p<.01
6 n/a n/a n/a n/a n/a n/a

L-Abl

1 -157485.99 315011.98 315153.28 1.00 100.00% n/a
2 -155936.00 311953.99 312243.67 0.55 46.80% p<.01
3 -155589.40 311302.81 311740.86 0.53 18.55% p<.01
4 -155245.08 310656.16 311242.58 0.56 20.18% p<.01
5 -155112.84 310433.69 311168.48 0.53 9.78% p<.01
6 n/a n/a n/a n/a n/a n/a

Upper

U-Ach

1 -103674.33 207388.66 207521.53 1.00 100.00% n/a
2 -102729.64 205541.28 205813.66 0.50 30.88% p<.01
3 -102276.65 204677.29 205089.19 0.66 8.27% p<.01
4 n/a n/a n/a n/a n/a n/a
5 n/a n/a n/a n/a n/a n/a
6 n/a n/a n/a n/a n/a n/a

U-Abl

1 -227326.56 454693.13 454841.56 1.00 100.00% n/a
2 -225648.74 451379.49 451683.78 0.54 40.33% p<.01
3 -224991.37 450106.74 450566.88 0.58 25.58% p<.01
4 -224642.41 449450.83 450066.82 0.65 11.31% p<.01
5 -224279.65 448767.30 449539.15 0.63 11.06% p<.01
6 -224216.03 448682.06 449609.76 0.61 10.53% p<.01

Note: Bolded is the selected model. LL = Log-likelihood; AIC = Akaike information criteria; BIC = Bayesian information criteria; n-min% = the profile with the smallest 

percentage of individuals assigned to it; BLRT = The Bootstrap Likelihood Ratio Test; n/a = used to represent nonconvergence or not applicable conditions.
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(Lower: L-Ach vs. L-Abl and Upper: U-Ach vs. U-Abl). To 
address the third research question, the percentage 
distribution of individuals within each profile across 
demographic categories (e.g., gender and ethnicity) 
was analyzed. For the final research question, Reading 
and Mathematics skill scores were summarized across 
profiles and conditions to compare their patterns to 
both that of the national averages and within each 
condition. 

Results

A series of LPA models with various constraints (EEI: 
Equal variances and zero covariances; VVI: Varying 
variances and zero covariances; EEE: Equal variances 
and equal covariances; VVV: Varying variances and 
varying covariances) and up to six profile solutions 
were run to examine and determine the number of 
latent profiles for each subgroup. Among all models, 
solutions with the VVV model provided the best 
model fit statistics than the others. That is expected 
since the VVV model is less parsimonious than all 
the other models yet has the potential to allow for 
understanding many aspects of the variables that are 
used to estimate the profiles (Rosenberg et al, 2019). 
Therefore, fit indices for each solution with only the 
VVV model are reported in Table 3.

The analytic hierarchy process suggested a five-
profile solution for L-Ach, L-Abl and U-Abl subgroups 
but three profiles for the U-Ach group. Four, five, 
and six-profile solutions with the VVV model did not 
converge for U-Ach whereas a six-profile solution did 

not converge for the L-Ach, and L-Abl. Even though the 
fit indices supported a five-profile solution over a four-
profile solution for the U-Abl subgroup (BIC = 449539.15; 
entropy = 0.63; BLRT = 776.60; p < 0.01), we determined 
that the fifth profile had already been represented by 
another profile with a very slight difference in means at 
three points (Mathematics, Verbal, and Quantitative). 
Therefore, the fifth profile did not add meaningful and 
important information about the heterogeneity in this 
subgroup. Table 4 provides the mean and standard 
deviations, as well as the corresponding proportions 
for each of the latent profiles across the conditions.

Figures 2 & 3; and 4 & 5 visually depict the profiles of 
the subgroups at the lower and upper conditions, 
respectively. As is typical in LPA, the naming of 
profiles is informed by the shape of the profiles. After 
a thorough examination of Figures 2, 3, and Table 4, 
we decided that the profile distinction was based 
on both the general relative performance across 
the achievement and ability tests and the relative 
performance between the achievement tests for the 
L-Ach group. These labels are (a) high performance 
(High), (b) medium performance (Medium), (c) medium 
performance with Reading strength (Medium-RS), (d) 
low performance (Low), and (e) low performance 
with Math weakness (Low-MW). For the L-Abl group, 
the achievement performances were generally 
higher than the ability performances within profiles 
(Ach > Abl). Therefore, the distinction was based on 
the relative performance comparison between the 
achievement and ability tests for this subgroup. These 
profile labels are (a) high achievement-high ability 

Table 4. 
Descriptive Statistics for Achievement and Ability Measures with Sample Sizes Across Latent Profiles and 
Subgroups.

Achievement Ability

Sample Size Reading Mathematics Verbal Quantitative Nonverbal

Subgroup Profile N % Mean SD Mean SD Mean SD Mean SD Mean SD

L_Ach

High 6020 27.0% 96.4 12.4 94.9 1.8 95.0 9.5 99.7 9.3 94.2 10.7

Medium 4316 19.4% 89.4 8.6 88.6 4.2 88.9 9.5 95.5 9.7 88.0 8.9

Medium-RS 3968 17.8% 94.8 14.4 84.8 5.1 91.9 9.2 96.0 8.6 90.2 9.8

Low 4278 19.2% 85.7 9.2 81.7 7.1 81.3 11.9 84.8 13.4 84.1 13.5

Low-MW 3706 16.6% 84.8 8.8 73.1 5.8 80.4 11.2 85.3 11.4 82.2 7.8

L_Abl

HAHA 1610 18.6% 91.9 12.7 92.2 10.8 85.8 9.4 83.1 2.4 83.2 10.9

High 2035 23.5% 89.4 11.7 87.4 11.1 86.0 9.5 86.8 1.1 84.6 7.6

HAMLA 846 9.8% 91.8 14.9 88.2 10.7 82.6 9.9 74.1 6.3 79.6 10.2

Medium 2445 28.3% 83.9 8.6 79.5 8.6 79.6 11.1 80.4 3.8 81.3 8.9

Low 1714 19.8% 83.2 6.8 75.4 7.4 73.8 10.3 70.5 7.8 74.3 9.2

U_Ach

High 469 8.3% 124.2 10.9 138.7 6.5 119.3 10.6 124.4 8.8 122.8 12.4

Medium 2383 42.0% 118.5 12.7 128.2 3.4 113.9 10.2 119.0 9.7 118.1 13.1

Low 2821 49.7% 115.0 13.2 122.3 1.5 110.3 9.8 115.5 9.8 113.1 12.6

U_Abl

High-RS 1397 11.3% 132.8 4.6 120.5 9.9 114.4 10.0 120.0 4.6 117.2 11.4

High-QS 3475 28.1% 113.0 13.4 120.0 11.6 112.6 10.9 125.4 6.1 119.3 12.8

Medium 5225 42.3% 107.3 12.8 111.8 11.3 107.1 9.6 116.8 2.6 110.2 11.2

Low 2256 18.3% 105.3 13.8 108.5 11.3 104.8 9.8 112.6 0.6 106.3 9.9

Note: The Iowa Assessments scale scores (Mathematics and Reading) were rescaled to be on the same scale as the CogAT ability normative scale ( x̄ = 100, SD = 16). 
Medium-RS = Medium Performance with Reading Strength; Low-MW = Low Performance with Math Weakness; HAHA = High Achievement High Ability (Ach>Abl); 
HAMLA = High Achievement Medium/Low Ability (Ach>Abl); High-QS = High Performance with Quantitative Strength; High-RS = High Performance with Reading 
Strength.
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(HAHA [Ach > Abl]), (b) high achievement-medium/
low ability (HAMLA [Ach > Abl]), (c) high performance 
(High), (d) medium performance (Medium) and (e) low 
performance (Low [Ach > Abl]).

Naming the profiles of each subgroup for the upper 
condition was more straightforward than naming 
the lower condition. After reviewing Figures 4 and 
5, the three profiles identified for the U-Ach include 
(a) a high-performance group (High), (b) a medium-
performance group (Medium), and (c) a low-
performance group (Low) whereas, for the U-Abl, the 
four profiles identified include (a) a high performance 
with Reading strength group (High-RS), (b) a high 
performance with Quantitative strength group (High-
QS), (c) a medium-performance group (Medium), and 
(d) a low-performance group (Low).

Subsequently, the detailed findings were discussed in 
alignment with the research questions outlined in the 
introduction.

The analysis of low-achieving and low-ability groups 
to determine potential configural differences (e.g., 
number and shape of the profiles) revealed that 
the number of identified profiles remained stable 

at five, although the patterns within these profiles 
demonstrated variation. This indicates that the 
underlying characteristics and interactions between 
performance metrics differ depending on whether 
the group is defined by achievement outcomes or 
inherent ability measures at the lower percentile 
examinees.

Among the low-achieving group, students displayed 
relatively lower performance in mathematics 
compared to their quantitative reasoning abilities, 
particularly within the Medium-RS and Low-MW 
profiles. This discrepancy indicates that these profiles 
may represent students who are underperforming in 
mathematics relative to their potential in quantitative 
reasoning. This highlights potential unmet educational 
needs or contextual barriers affecting mathematics 
achievement for students in this group. This 
discrepancy underscores the importance of tailored 
interventions that bridge the gap between potential 
and performance. 

In the low-ability group, profile patterns were generally 
consistent across domains; however, notable dips 
were observed in Quantitative performance for 

Figure 2.
 Profiles of Low Achievement (L-Ach) Subgroup.

Figure 3. 
Profiles of Low Ability (L-Abl) Subgroup.
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Table 5. 
Demographic Distributions for Profiles across Subgroups in Percent.

Subgroup Profile N Female Male
American 

Indian
Asian Black Hispanic

Pacific 
Islander

White Other

L_Ach

High 6020 54.5 45.4 3.8 2.9 42.4 14.7 1.0 58.1 1.0

Medium 4316 50.2 49.7 4.8 2.0 48.5 17.6 1.3 50.0 0.9

Medium-RS 3968 60.4 39.6 4.2 2.0 52.7 18.4 1.2 47.1 1.0

Low 4278 47.5 52.3 5.0 1.8 53.2 17.6 1.5 45.1 1.3

Low-MW 3706 48.2 51.7 5.2 1.6 58.6 20.3 1.2 39.7 1.3

L_Abl

HAHA 1610 50.6 48.9 3.7 0.7 47.1 11.1 0.9 54.8 1.1

High 2035 50.7 49.1 3.8 1.3 49.9 15.5 0.9 49.3 1.6

HAMLA 846 47.4 52.4 4.1 0.9 52.1 10.4 0.8 48.8 1.7

Medium 2445 46.3 53.5 4.3 1.5 56.9 18.2 1.4 42.2 1.1

Low 1714 41.1 58.7 4.7 1.5 56.5 14.6 1.2 42.1 1.4

U_Ach

High 469 31.6 68.4 1.3 8.3 4.9 4.7 0.2 90.0 1.3

Medium 2383 36.9 63.0 1.3 7.1 7.9 3.6 0.6 88.7 1.0

Low 2821 42.1 57.9 1.6 6.1 12.8 6.3 0.5 85.6 0.8

U_Abl

High-RS 1397 58.2 41.7 1.9 6.4 13.1 6.3 0.4 85.1 1.0

High-QS 3475 32.7 67.2 1.9 9.3 10.6 7.1 0.7 83.0 1.2

Medium 5225 44.3 55.6 2.6 5.8 19.0 10.8 0.7 78.6 1.0

Low 2256 48.3 51.6 2.0 4.5 23.4 10.3 0.7 76.2 0.8

Note: Medium-RS = Medium Performance with Reading Strength; Low-MW = Low Performance with Math Weakness; HAHA = High Achievement High Ability (Ach>A-
bl); HAMLA = High Achievement Medium/Low Ability (Ach>Abl); High-QS = High Performance with Quantitative Strength; High-RS = High Performance with Reading 
Strength.

Figure 4. 
Profiles of Upper Achievement (U-Ach) Subgroup.

Figure 5. 
Profiles of Upper Ability (U-Abl) Subgroup.
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the HAMLA and the Low profiles. Students in the 
HAMLA profile could be considered “over-achievers” 
in Math given their potential in Quantitative ability. 
Strategies mitigating the risk of possible burnout may 
be beneficial for them to continue to excel in Math. 
The Quantitative and Verbal domains demonstrated 
the greatest variability across profiles, indicating that 
these areas were particularly sensitive in distinguishing 
differences among the latent profiles. Targeted 
strategies that address variability in quantitative and 
verbal domains could yield significant improvements.

Building on the distinctions between low-achieving and 
low-ability groups, a similar analysis was conducted 
for high-achieving and high ability groups to examine 
whether the derived profiles exhibit configural 
differences. The number of derived profile classes and 
profile patterns for high achieving and high ability 
groups differed. The profiles in U-Ach provided a more 
general categorization of performance levels (High, 
Medium, Low), while the U-Abl subgroup introduced 
nuanced distinctions within high-performing profiles, 
revealing more specific patterns of strength (High-
Reading Strength, High-Quantitative Strength). All 
profiles within the U-Ach subgroup demonstrated 
“over-achievement” in mathematics relative to their 
potential in quantitative reasoning. Conversely, three 
profiles within the U-Abl subgroup were characterized 
by “under-achievement” in mathematics whereas 
the High-RS profile of this subgroup exhibited “over-
achievement” in reading. This indicates that the 
underlying characteristics and interactions between 
performance metrics differ depending on whether 
the group is defined by achievement outcomes or 
inherent ability measures at the upper percentile 
students as well. The additional granularity in the 
U-Abl subgroup suggests more targeted interventions 
or instructional strategies based on domain-specific 
strengths. 

Demographic distributions for the latent profiles 
across subgroups are provided in Table 5. According 
to the table, for both L-Ach and L-Abl subgroups, 
higher-performing profiles (High, Medium) show 
less demographic diversity than low-performing 
profiles, which had higher representation from 
underrepresented groups (Black and Hispanic students). 
Female representation was higher in high-performing 
profiles while male representation dominated in most 
low-performing profiles. Specifically, in the L-Ach 
subgroup, the Medium-RS profile was predominantly 
composed of female students, whereas the Low-MW 
profile was primarily comprised of male students. 
Both profiles, however, were significantly represented 
by individuals from underrepresented demographic 
groups, specifically Black and Hispanic students. 
Gender and demographic differences suggest that 
these factors may play a role in shaping the latent 
profiles in the L-Ach subgroup and could influence the 
design of targeted educational support.

For both U-Ach and U-Abl subgroups, almost all profiles 
were male and White-dominated. High-RS profile of 
U-Abl was an exception to this as it was dominated by 
females. Furthermore, higher-performing profiles were 
less diverse, with higher White representation and 
fewer underrepresented groups.

Female representation was higher in Reading-specific 
profiles, such as Medium-RS of L-Ach and High-RS of 
U-Abl, while male representation dominates in the 
Quantitative-specific profiles, like High-QS of U-Abl. 
Regardless of the conditions, low-performing profiles 
in both achievement and ability-based subgroups 
consistently had higher proportions of Black and 
Hispanic students. Gender and demographic 
differences indicate that these factors are likely to 
contribute to the formation of latent profiles and 
may significantly impact the development of tailored 
educational plans and support strategies.

The analysis also explored how the patterns of 
test and skill level performances compare across 
student profiles. In general, high-, medium-, and low-
performing profiles were identified for each condition, 
highlighting variations among “over-achievers” 
(U-Ach, L-Abl) and “under-achievers” (U-Abl, L-Ach) 
based on mathematics achievement and quantitative 
reasoning. The latent profiles in the L-Abl subgroup 
showed more variations in terms of test performance 
than the others. 

Specifically, in the low-achieving group, students 
exhibited notably weaker performance in mathematics 
relative to their quantitative reasoning skills, with this 
trend particularly evident in the Medium-RS and Low-
MW profiles. On the other hand, students in the HAMLA 
profile of low ability group can be classified as "over-
achievers" in mathematics given their quantitative 
ability performance. Within the U-Ach subgroup, all 
profiles displayed “over-achievement” in mathematics 
compared to their quantitative reasoning abilities. On 
the other hand, three profiles in the U-Abl subgroup 
showed “under-achievement” in mathematics, while 
the High-RS profile stood out with “over-achievement” 
in reading.

Figures 6 and 7 display Mathematics skill scores 
(percent correct scores), as well as national averages 
of skill scores, across the profiles of L-Ach and L-Abl 
subgroups, respectively. Students across the profiles 
of both L-Ach and L-Abl showed similar weaknesses 
and strengths patterns of Mathematics skills with the 
national sample but in varying degrees. For instance, 
Algebraic Patterns and Geometry were consistently 
strong areas whereas Measurement and Data Analysis 
areas showed the steepest decline across profiles in 
both groups. It is noteworthy that as the profiles shift 
from higher to lower performance levels, geometry 
skills increasingly dominate over algebraic pattern 
skills. In contrast, within the higher-performing profiles, 
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algebraic patterns skills are either comparable to or 
exceed those of geometry, highlighting a distinct shift 
in skill emphasis across performance tiers. Scores on 
the Extended Reasoning skill, on the other hand, were 
generally low, indicating this is a challenging area for 
all groups.

Figures 8 and 9 illustrate a comparison of skill scores 
across profiles of U-Ach and U-Abl relative to the 
national average in various mathematical domains. 
Consistent patterns of strengths and weaknesses 
were observed across profiles in both groups. Notably, 
all profiles within the U-Ach group outperformed 
the national averages, whereas Measurement 
and Extended Reasoning and to some extent the 
Data Analysis/Prob/Stats skill emerged as persistent 
challenges in the Medium and Low profiles of the 
U-Abl group. This observation highlights that high 
quantitative reasoning ability does not necessarily 
translate into high performance across all areas 
of mathematical achievement. Targeted efforts to 
address these areas of difficulty could contribute to 

reducing performance disparities among students. 
Patterns of Reading skill scores observed across profiles 
and conditions were more consistent; therefore, the 
related plots are provided in the appendix (See Figures 
A1-A4).

Discussion

The findings highlight substantial differences in the 
number and patterns of latent profiles across low-
achieving (L-Ach), low-ability (L-Abl), high-achieving 
(U-Ach), and high-ability (U-Abl) groups, emphasizing 
the distinct dynamics between achievement and 
ability, and reinforcing the notion that achievement 
and ability represent distinct but related constructs. 
Moreover, regardless of performance levels, the 
variations in the latent profiles between ability- and 
achievement-based groups support previous findings 
that different tests (Carman et al., 2019) and selection 
criteria (e.g., Lohman & Renzulli, 2007; McBee et al., 
2014; Lakin, 2018) used to categorize students based on 
performance yield groups with distinct instructional 

Figure 6. 
Math Skill Scores of L-Ach Subgroup with National Averages.

Figure 7. 
Math Skill Scores for L-Abl Subgroups with National Averages.
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needs, especially in the gifted/talented identification. 
How you identify determines who you identify (Long 
et al., 2024). 

In general, profiles in the both L-Abl and U-Ach 
groups had students exhibited “over-achievement” 
in mathematics despite lower quantitative 
reasoning ability is aligned with previous findings on 
“overachievers”, who compensate for lower cognitive 
ability with higher perseverance, motivation, or access 
to enriched learning environments (Hofer & Stern, 2016; 
Ziernwald et al., 2022). Additionally, both the L-Ach 
and U-Abl groups had profiles, where mathematics 
performance lagged behind quantitative reasoning 
potential, highlighting the possible influence of external 
factors, instructional quality, and socioemotional 
barriers on student performance. Ziernwald et al. 
(2022) similarly reported that fluid intelligence alone 
does not always predict high academic performance, 
as motivational-affective factors and educational 
support structures play a crucial role in the realization 

of academic potential. Overall, depending on the 
performance level (Lower vs. Upper) of classification, 
achievement-based classification often overlooks 
cognitive potential or vice versa. This finding 
supports the strong recommendation of the National 
Association for Gifted Children (NAGC, 2010) for 
the use of multiple measures, especially when high 
stakes, test-based decisions are being made such as 
classroom assignment. 

The presence of greater nuance in U-Abl profiles, 
where students displayed domain-specific strengths 
such as High-Reading Strength (High-RS) and High-
Quantitative Strength (High-QS), as well as the diverse 
profiles emerged in the other groups, displayed 
heterogeneity in those clusters and thus the needs 
of differentiated instructions for the emerged profiles. 
This is in line with the findings that low- and high-ability 
students showed a larger intraindividual heterogeneity 
in ability indicators compared to average-ability 
students (Lohman et al., 2008)

Figure 8. 
Math Skill Scores for U-Ach Subgroup with National Averages.

Figure 9. 
Math Skill Scores for U-Abl Subgroup with National Averages.
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Gender distribution analysis of the profiles of each 
group showed that female representation was higher 
in Reading-specific profiles, such as Medium-RS of 
L-Ach and High-RS of U-Abl, while male representation 
dominates in the Quantitative-specific profiles, like High-
QS of U-Abl. This is in accordance with the long history of 
gender achievement gap in reading (favoring females) 
and math (favoring males) in the US (e.g., Robinson et al., 
2011).

Demographic patterns further underscored systemic 
inequities, with underrepresented groups (e.g., Black 
and Hispanic students) predominantly occupying lower-
performing profiles across all subgroups, while higher-
performing profiles were less diverse and primarily 
composed of White students. This is consistent with the 
finding that the type of assessment used to categorize 
students had only a minor effect on equity (Hodges et al., 
2018; Long et al., 2024). These findings suggest the need 
for interventions that are both domain-specific and 
equity-focused, targeting disparities in mathematics 
achievement and quantitative reasoning while also 
addressing demographic disparities to ensure more 
inclusive academic success.

Conclusions

This study compared latent profiles derived from student 
subgroups of varying levels of mathematical skills 
defined by achievement and ability assessment scores. 
Achievement and ability cut scores for identifying 
students at both ends of the mathematics spectrum 
were applied and the resulting latent profiles within 
each condition were compared. The best-fitting solution 
across conditions ranged from 3 to 5 mutually exclusive 
profile classes that adequately described the variation 
in the ability and achievement test scores. Varying 
demographics and patterns of ability and achievement 
for each condition demonstrate the importance of 
recognizing students with varying learning styles and 
the importance of understanding distinct dynamics 
between achievement and ability scores while using 
them to identify students who may benefit from 
targeted instruction or placement in gifted and talented 
programs. 

As schools continue to recover from the impact due 
to the disruption of the pandemic, efforts to adapt 
instructional strategies are crucial for ensuring students 
return to the pre-pandemic learning trajectory. By 
determining the profile characteristics, findings from this 
study provide valuable feedback to educators to address 
areas of greatest need for differentiated instruction and 
leveraging information regarding student academic 
profiles. 

The LPA method used in this study enhances findings 
from variable-centered approaches; however, it is 
important to acknowledge several limitations. First, 
LPA does not identify “true” subgroups of individuals. 
Like latent variables, which are inferred from observed 
variables, the subgroups themselves are unobserved 
constructs. To address this limitation, we carefully 

evaluate model fit indices and examine the probabilities 
of each observation belonging to a given latent profile. 
Even though the emerged profiles across conditions 
allowed us to make interpretations like “over” or “under” 
achievement based on the ability and achievement 
comparison, LPA was fundamentally used as an 
exploratory analytical technique. This necessitates 
caution in drawing definitive interpretations or 
implications from the findings.

Despite these limitations, this study represents an 
important exploratory step in identifying potential 
unique profiles of second graders’ achievement and 
ability performances. The current study is based on one 
large educational system; therefore, the generalization 
of the results might be limited. Future research should 
explore whether these profiles replicate across different 
populations and settings to validate and extend the 
current findings. Students interpret their experiences 
through a combination of cognitive, social, and 
emotional processes, all of which impact learning 
(Darling-Hammond & Cook-Harvey, 2018). Given that, 
one should investigate the connections among them in 
terms of identifying potential unique profiles. Furthermore, 
a multiple-group latent profile analysis (Morin, et al., 2016) 
should be conducted to make direct comparisons within 
conditions used in this study to investigate the invariance 
of emerged profiles. 
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Appendix A

Table A1. 

Skill Definition Table for the Iowa Assessments.

Subject Skill Domain Description

Reading

Conceptual Understanding

Essential Competencies

Extended Reasoning

Literary

Explicit Meaning

Implicit Meaning

Informational

Key Ideas

Mathematics

Algebraic Patterns & Connections

Conceptual Understanding

Essential Competencies

Extended Reasoning

Geometry

Measurement

Number Sense & Operations

Data Analysis, Probability, & Statistics

Table A2. 
Alignment by Subject of Tests and Standards for the Iowa Assessments.

Subject Alignment with Standards

Reading
National Council of Teachers of English (NCTE) and International Reading Association (IRA) 
Standards for the English Language Arts

Mathematics
National Council of Teachers of Mathematics (NCTM) Assessment Standards for School 
Mathematics; Curriculum and Evaluation Standards for Mathematics

Figure A1. 
Reading Skill Scores of L-Ach Subgroup with National Averages.
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Figure A2. 
Reading Skill Scores for L-Abl Subgroups with National Averages.

Figure A3. 
Reading Skill Scores for U-Ach Subgroup with National Averages.

Figure A4. 
Reading Skill Scores for U-Abl Subgroup with National Averages.
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Abstract

Introduction

Achievement tests are commonly used in education to 
evaluate students' academic performance and proficiency 
in specific subject areas. However, there is a major problem 
that threatens the validity of achievement test scores which 
is test-taking disengagement. Respondents provide answers 
that are inconsistent with their true ability level and can 
introduce construct irrelevant variance that threatens 
the validity of scores. This study examines test-taking 
disengagement in the context of PISA 2022 using process 
data to identify patterns of behavior that influence student 
performance. Three key indicators; response time, number 
of actions and self-reported effort, were used to examine 
engagement levels. Employing Latent Profile Analysis (LPA), 
distinct profiles of test-takers were identified, ranging from 
highly engaged to disengaged groups. Results indicate that 
disengagement, characterized by low self-reported effort, 
minimal interactions, and rapid responses, is associated with 
lower test performance, threatening the validity of scores. 
These findings highlight the significance of accounting for 
disengagement when interpreting the results of large-scale 
assessments. The implications were discussed in relation 
to the existing literature and recommendations for future 
research were provided to address identified gaps and 
extend the study's contributions.

Achievement tests are a widely used tool in education 
to assess student performance, with the primary 

intention of measuring what a student knows and can 
do when they are fully engaged and demonstrating 
their maximum performance while responding to items 
(Cronbach, 1960; Messick 1989). Ideally, students are 
assumed to exert maximum effort on test items, ensuring 
that test scores accurately reflect the construct being 
measured. In practice, however, this ideal scenario is not 
always achieved, as some students may not put forth the 
effort necessary to thoroughly process an item and provide 
responses that are consistent with their true ability (Wise, 
2017; Wise & Kingsburry, 2016, 2022).  
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It is recognized that a valid achievement test score 
requires an engaged test-taker demonstrating what 
they know and can do (Cronbach, 1960; Messick, 
1984). However, test-takers may feel unmotivated 
to exert effort, particularly in low-stakes tests where 
they often believe their performance has no personal 
consequences. Consequently, when test-takers 
respond with inadequate effort, their test scores 
are likely to reflect a lower level of ability than they 
actually possess. This behavior, known as test-taking 
disengagement, introduces non-negligible, construct-
irrelevant variance that poses a potential threat to 
score validity (Eklöf, 2010; Goldhammer et al., 2016; 
Kong et al., 2007; Wise, 2017). In general, test-taking 
disengagement is defined as providing responses that 
are inconsistent with those expected from engaged 
test-takers. It includes situations in which the individual 
provides a response without reference to his or her 
knowledge, skills, or abilities (Soland et al., 2019).

Test-Taking Disengagement and PISA

Programme for International Student Assessment 
(PISA) is one of the International Large Scale 
Assesments (ILSA) regularly administering tests and 
questionnaires. Its purpose is to evaluate the readiness 
of 15-year-old students to tackle the challenges 
of today’s information-driven society and to draw 
conclusions about the effectiveness of a country’s 
education system. The program focuses on students' 
ability to use their knowledge and skills to meet with 
real-life challenges, rather than on their mastery of 
a particular area of the school curriculum (OECD, 
2024). In the PISA, students take a test designed 
to measure their skills, typically in mathematics, 
reading, and science. Participation is voluntary and 
anonymous, with minimal to no direct consequences 
for the students. As a result, the test is considered a 
low-stakes assessment at the individual respondent 
level (Baumert & Demmrich, 2001; Finn, 2015; Pools & 
Monseur, 2021).

As in other assessment situations, PISA also assumes 
that the scores obtained by test-takers reflect only 
differences in the characteristics measured, but test-
takers may not give their best effort that would be 
desired (Buchholz et al., 2022). Thus, the validity of the 
inferences based on the PISA assessment needs to be 
controlled and demonstrated. As we discussed before, 
in low-stakes testing contexts, such as PISA, there are 
often no personal consequences for test-takers, i.e. 
any form of incentive, influence on academic record 
or feedback. Research has consistently shown that 
low-stakes assessments tend to produce lower levels of 
engagement. Disengagement is the main construct-
irrelevant factor that jeopardizes the validity of low-
stakes test scores, and test administrators are aware of 
and concerned about its potential impact (Finn, 2015; 
Wise, 2020; Wolf and Smith, 1995). Because PISA is also 

a low-stakes assessment, it is also open to the validity 
threat posed by disengagement.

Indicators of Test-Taking Disengagement

There are several measures to examine students (dis)
engagement that are typically categorized as self-
reported effort (SRE) data and test-takers response 
behavior. Response behaviors include behavioral 
analysis demonstrated by students while completing 
an assessment. In the context of ILSAs, test-based 
behavioral measures can be derived from either 
response patterns or process data collected during 
computer-based assessments (CBAs) (Buchholz et al., 
2022). In the context of this study, log data measures 
and the SRE are the main focus and are discussed in 
detail below. 

Process Data (Log Data). The use of CBAs has 
introduced alternative approaches leveraging log 
data. These assessments enable the collection of 
data that capture not only the answers provided by 
test-takers but also their observable behaviors during 
the test. This type of data, known as process or log 
data, includes metrics such as the time spent on each 
question, the frequency and nature of interactions, 
and the intervals between actions. Such data offer 
researcher valuable insights into both the test-takers' 
final responses and the cognitive processes they 
employed to reach those answers (Ramalingam, 2017). 
Recently, log file data have been utilized to identify 
instances of disengagement during test-taking (Gobert 
et al., 2015). The most widely used approach relies on 
the amount of time individuals spend responding to 
an item. These methods are based on the assumption 
that participants exhibiting low effort complete tasks 
more quickly and spend less time on them compared 
to those who are more motivated (Wise & Kong, 2005). 
Response time data is regarded as a less biased 
approach because it reflects actual behavior rather 
than self-reported evaluations and does not require 
any extra effort from the respondents. This approach 
allows for more accurate and continuous tracking 
of changes in engagement because response data 
is collected for each individual item rather than at 
specific points in time (Wise & Kong, 2005). In addition 
to response time, number of actions data from the 
log file could be used as complementary measure to 
examine disengagement. Number of actions reflects 
examinees' interactions with a specific item, serving 
as an indicator of their behavioral engagement with 
the task. Sahin and Colvin (2020) stated that a lower 
number of clicks is an indicator of lower levels of 
motivation and thus higher levels of disengagement.

Self-Reported Effort. One of the most widely used 
methods to assess engagement is to ask test-takers 
to directly self-report the amount of the effort they 
put into taking the test. For example, PISA employs an 
"effort thermometer" (Butler & Adams, 2007), in which 
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test-takers rate their engagement on a scale from 1 
(lowest) to 10 (highest). Despite their ease of use, self-
report measures have notable limitations. First, the 
accuracy of the data may be questionable because 
self-report measures are susceptible to response bias. 
Second, the interpretation of self-report scores can 
be challenging, as these scores may not provide 
clear insight into the specific nature or extent of 
disengagement (Wise, 2020).

Test-Taking Disengagement and Test Performance

As discussed before, disengaged responding 
introduces a construct-irrelevant variance into the 
measurement process and its presence threatens the 
interpretation of test scores which can lead to some 
poor decisions (Wise & Kingsburry, 2022). Previous 
research has consistently highlighted a relationship 
between test-taking effort and achievement. In 
general, higher levels of engagement are associated 
with higher levels of test performance (Kuhfeld & 
Soland, 2020). Motivated students tend to perform 
better on tests than unmotivated ones (Wise & DeMars, 
2005; Wise & Kong, 2005; Finn, 2015). 

In contrast, according to Gignac et al. (2019) it is not 
necessary to exert maximum effort or to have a very 
high level of test-taking motivation to obtain valid test 
scores but rather reaching a sufficient level of effort. 
While effort generally improves performance, there are 
exceptions such as cases where students in low-effort 
clusters achieved high scores, i.e., test-taking effort had 
a weak negative correlation with test performance 
(Lundgren & Eklöf, 2020). In the context of low-stakes 
assessments, both motivational and cognitive factors 
are found to explain test performance, making the 
interpretation of results less straightforward. Eklöf et 
al. (2014) show that controlling for effort changes the 
ranking of countries in the TIMSS results. Zamarro et 
al. (2019) found that effort accounted for 32-38% of 
the variation in PISA 2009 scores. Similarly, Akyol et al. 
(2021) estimated that a country could improve its PISA 
ranking by up to 15 places if all students took the test 
seriously. These findings underscore that achievement 
test results are shaped by both student ability and 
motivation.

Present Study

Test-taking disengagement and its relationship to 
test performance and psychometric properties has 
become an important concern and significant area 
of interest for researchers and practitioners due 
to the validity challenges it poses (Wise & DeMars, 
2005; Wise, 2016). Previous studies have proposed 
various process data-based approaches to detect 
unmotivated responses; however, these methods 
frequently produce differing outcomes when applied 
to the same sample (Goldhammer et al., 2016). While 
test-taking effort is generally positively correlated with 

performance, this relationship is less clear in some 
studies (Gignac et al., 2019; Lundgren & Eklof, 2020). 
Therefore, the present research aimed to examine 
students' test-taking effort using various indicators, 
specifically self-reported effort and log data, including 
response time and the number of actions, within the 
context of the PISA 2022 dataset in the Turkish sample. 
The Turkish sample was selected because Turkey 
was one of the countries that included a measure of 
self-reported effort and process data records in the 
PISA 2022 assessment, and it also ranked among the 
countries with the highest test effort in the PISA 2018 
cycle. Turkish students had high levels of engagement 
based on behavioral indicators (low non-response 
and rapid guessing rates) and high level of self-
reported effort (Buchholz, 2022). This makes Turkey 
a particularly relevant context for the study.  In this 
study, Latent Profile Analysis (LPA) is used to identify 
the different groups that define students' test effort. 
This analysis will not only provide new insights into 
understanding student effort levels, but will also 
provide a deeper understanding for accurately 
assessing test performance. Answers were sought to 
the following research questions:

RQ1. What percentage of the sample show 
disengagement?

RQ2. How does effort, as reflected in process data 
(response time and number of actions), self-reported 
effort, and test performance, relate to one another?

RQ3. What profiles can students be classified into 
based on response time, number of actions, and self-

reported effort data?

In addition, some factors such as item type, 
demographic characteristics of the sample, item 
position etc. may influence the test-taking profiles and 
gender was taken into consideration to examine the 
results of LPA in depth.

Self-Reported Effort. On the last page of the PISA 
assessment booklet or screen, there is a section called 
the PISA Effort Thermometer and students are asked to 
imagine a situation that they consider important and 
for which they would do their best and exert as much 
effort as possible. Students are asked to rate their self-
reported effort (SRE) based on these statements using 
a scale of 1 to 10, with 10 being maximum effort. They 
are presented with the following question and asked 
to rate their effort (OECD, 2016). 

“How much effort did you put in doing this test [PISA]?” 

Here, a score of 10 indicates that students believe they 
put as much effort into the PISA test as they would in a 
real-life scenario of great importance to them (OECD, 
2016).
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Mathematics Performance. As mentioned above, 
mathematics is the main domain of the PISA 2022 
assessment, so we focused on mathematical items 
and performance scores. The computer-based PISA 
2022 assessment spanned two hours, divided into two 
one-hour sessions with a 5-minute break in between 
(OECD, 2024). Students were tasked with completing 
two 30-minute clusters of items in each session, 
amounting to four clusters in total. While two clusters 
were dedicated to the major domain, the remaining 
clusters assessed one or two of the minor domains. 
The PISA 2022 item pool included 99 items and a total 
of 234 mathematics questions (OECD, 2024).

Data Analysis

To obtain the response time (RT) and number of 
actions (NA) scores, we calculated the average RT 
and NA values for each individual. Missing values were 
excluded by listwise deletion and this cleaning process 
resulted in a sample of 6560 out of 7250 students. 
In addition to the raw scores of RT and NA scores, 
we also calculated an effort index to examine the 
frequency of disengaged responders on the sample. 
The response time effort (RTE) index was introduced 
by Wise and Kong (2005) and calculated as follows;

In this formula, SBij refers to the solution behavior for 
the item i and person j and is calculated based on a 
threshold value (Ti). k refers to the number of items. 
In this point, RTE indicates the proportion of items in 
which solution behavior is shown. A higher value is 
assumed to be an indicator of greater test-taking 
effort and engagement during the test. 

In our study, we examined two distinct thresholds: 
a 5-second threshold (Wise & Kong, 2005) and the 
normative threshold (NT10; Wise & Ma, 2012). The 5-sec 
threshold serves as a benchmark for the minimum 
time needed to meaningfully engage with an item. 
A response time below 5 seconds is interpreted 
as a sign of low effort or disengagement by the 
respondent. This threshold is useful for differentiating 
rapid guessing, where responses are made too quickly 
to demonstrate genuine effort, from intentional and 
effortful engagement (Wise & Kong, 2005). On the 
other hand, the NT10 threshold is defined as 10% of 
the average time test-takers spend on an item, at a 
maximum of ten seconds.  We couldn’t find an RTE-
like formula used for NA in the literature. We adapted 
the RTE formula to NA based on the normative 10 
method. Thus, we set our threshold by taking the 10% 
of the average NA that test takers had on an item, 
with the goal of following a similar logic to response 
time and ensuring consistency in the application of 
effort measures. However, we acknowledge that 
this is only an attempt to adapt the RTE formula. The 
threshold obtained may not be universally applicable, 

and further research is needed to refine these criteria. 
Readers should be aware of this and use and interpret 
the results with caution.

To examine the consistency of different measures 
and their relationship with achievement, Pearson 
correlations were examined. In addition, the presence 
of different subgroups of disengaged responders were 
investigated with LPA using the following indices: 
response time, number of actions, self-reported effort. 
Latent profile analysis (LPA) is a statistical technique 
used to uncover and characterize hidden groups of 
individuals (referred to as profiles in LPA) who exhibit 
similar patterns across one or more indicator variables. 
These groups, often referred to as unobserved latent 
mixture components, can be conceptualized as 
distinct classes or profiles of individuals. LPA falls under 
the broader category of Mixture Models (Ferguson et 
al., 2020, Hofverberg et al., 2022). Because LPA, unlike 
many traditional statistical methods, emphasizes 
the grouping of individuals rather than variables, it is 
often referred to as a person-centered approach to 
statistical analysis, as opposed to a variable-centered 
approach. Prior to conducting the analysis, multivariate 
normality was assessed using the Mardia test via the 
psych package in R (Revelle, 2022) in order to account 
for potential violations. Due to significant departures 
from normality, with both skewness and kurtosis 
showing p-values less than 0.01, the MLR estimator was 
chosen for its robustness to normality violations and its 
ability to produce more stable results (Li, 2015; Vermunt 
& Magidson, 2002).  When using the MLR estimator, the 
inclusion of various fit indices contributes to a clearer 
interpretation and more robust model evaluation. 
While aBIC is particularly relevant due to its sample 
size adjustment, it is also important to consider other 
indices such as BIC, AIC and entropy when evaluating 
model fit and classification accuracy. Lower aBIC, BIC 
and AIC values indicate a better fitting model, while 
entropy values closer to 1 indicate a more accurate 
classification. In addition, likelihood ratio tests (e.g., 
LMR-LRT, BLRT) are useful for comparing models with 
different numbers of latent profiles to assess whether 
additional profiles significantly improve model 
fit (Morgan, 2015; Nylund et al., 2007; Spurk et al., 
2020). Briefly, the number of groups was determined 
based on AIC, BIC, aBIC, entropy value, Lo-Mendell-
Rubin likelihood ratio test (LMR), interpretability of 
the resulting groups, and the parsimony principle. 
Both the descriptive analysis and the LPA (using the 
MplusAutomation package (Hallquist & Wiley, 2018) 
with Mplus7 (Muthén & Muthén, 2014)) were performed 
in R statistical software (v2024.09.1+394; R Core Team, 
2024).

Results

In this section, we first present descriptive statistics 
and correlations between different measures. Next, 
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we interpret the results of the latent profile analysis, 
including how we classified students into profiles, 
how we determined the optimal model, and how we 
described the resulting profiles. Finally, we examine 
the relationship between the profiles and students' 
mathematics achievement and effort.

What percentage of the sample show disengagement?

Table 1 presents the distribution of students’ 
engagement across three metrics: RTE_5sec, RTE_10p, 
and NA_10p. Engagement is categorized as Fully 
Engaged (=1), Highly Engaged (>.90), Moderately 
Engaged (.90 - .80), and Low Engaged (<.80).

Table 1. 
Number of engaged and disengaged students under 
three different threshold system

RTE_5sec RTE_10p NA_10p

Fully engaged (1.00)
5735 

(82.37%)
4526 

(65.00%)
382 

(5.49%)

Highly engaged 
(>.90)

977 
(14.03%)

1782 
(25.59%)

1041 
(14.95%)

Moderately 
engaged (.80 - .90)

173 
(2.48%)

406 
(5.83%)

1919 
(27.56%)

Low engaged (<.80)
78 

(1.12%)
249 

(3.58%)
3621 

(52.00%)

The data in Table 1 shows that under 5-sec threshold, 
the number of low engaged respondents was 78 (1.12%) 
and the number of medium engaged respondents 
was 173 (2.48%). The RTE_10 percent method provided 
more conservative results than the common threshold 
method. The number of fully engaged students were 
fewer on this normative method. On the other hand, 
the number of actions methods classified most of 
the examinees (52.00%) as low engaged test takers. 
The NA_10p metric, likely reflecting a call for further 
investigation and try with another threshold method 
due to its much lower engagement distribution.

How does effort, as reflected in process data (response 
time and number of actions), self-reported effort, and 
test performance, relate to one another?

Descriptive statistics and Pearson correlations for each 
pair of measures, that have the potential to serve as 
indicators of disengaged responding: response time 
(RT), number of actions (NA), self-reported effort (SRE) 
and mathematics achievement (Ach), are provided in 
Table 2. 

Table 2. 
Correlations and descriptive statistics between 
variables

RT NA SRE Ach Mean SD

Response 
Time (RT)

1.00 93.66 23.17

Number of 
Actions (NA)

.37 1.00 20.4 11.47

Self-Reported 
Effort (SRE)

.09 .03 1.00 8.14 2.12

Math 
Achievement 
(Ach)

.40 .43 .02 1.00 452.24 89.29

The mean response time for the Turkey sample is 93.66 
seconds (SD = 23.17) and the mean number of actions 
is 20.4 (SD = 11.47) for an item. The self-reported effort 
(SRE) item has an average of 8.14 out of 10 which is 
indicating a high level of self-effort. Lastly, the average 
mathematics achievement mean score is 452.24.

Notable relationships are observed between RT, NA, 
SRE, and mathematics achievement. To illustrate, the 
strongest correlation with achievement is observed 
for the NA (r = .43). The correlation between RT and 
achievement is relatively low (r = .40). Notably, SRE 
has the lowest correlation with performance, with 
correlation coefficients of .02. Similarly, the correlations 
between the SRE and RT (r = .09) and number of 
actions (r = .03) are weak, suggesting that these items 
may have a limited relationship with process data 
based methods for identifying disengaged responses.  
Conversely, the positive correlation between 
response time (RT) and the number of actions (NA) 
(r = .37) suggests that longer RT are associated with 
a higher NA, which may indicate a higher level of 
engagement in the test taking process. These findings 
highlight the importance of considering RT, NA, SRE, 
and performance-related variables in understanding 
disengaged responding. 

What profiles can students be classified into based on 
response time, number of actions and self-reported 
effort data?

In the context of this study, LPA was used to classify 
students into subgroups based on different measures 
of disengagement. As stated in the methods section, 
the Mardia test results revealed significant deviations 
from multivariate normality, with both skewness and 
kurtosis showing p-values less than .01. Consequently, 
the MLR estimator was preferred for LPA and the results 
of the analysis are presented in Table 3.  
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Table 3 shows the fit indices of the LPA models for 
the different profile solutions. When deciding on the 
optimal solution, the lower AIC, BIC and aBIC values 
indicate a better fit and higher entropy values indicate 
a higher classification confidence. The p-value of the 
LMR test is also taken into account. Considering all these 
indicators, the three-profile model was considered as 
the optimal solution. The model fit statistics presented 
in Table 3 indicate that the three-profile solution 
provides the optimal balance between statistical fit 
and interpretability. The three-profile solution shows 
a significant improvement in model fit as evidenced 
by a significant reduction in AIC (51750.54), BIC 
(51845.58) and adjusted BIC (51801.09) compared to 
the two-profile model. Besides, the entropy value of 
the three-profile solution (0.883) is also high, indicating 
high classification accuracy. The Lo-Mendell-Rubin 
(LMR) test also yielded a significant result for the 
three-profile solution (p < .05), further supporting 
the addition of a third profile. Although the four and 
five-profile solutions have lower AIC, BIC, and ABIC 
values, the entropy value (0.883) drops significantly, 
indicating that the classification is less accurate. In 
addition, the LMR test results indicated that there was 
no further support for the addition of the fourth profile 
(p >.05). The 3-profile solution provides a balanced 
and meaningful structure and was selected as the 
most appropriate model for further analysis. After the 
3-profile model was selected as the optimal solution, a 
closer look at this model was taken. 

The data presented in Table 4 highlight the means for 
each profile across response time, number of actions, 
and self-report items. Figure 1 also shows the average 
standardized scores for three variables across different 
profiles.

The ANOVA results indicated that there were 
statistically significant differences between the profiles 

for all three variables (p <.05). In post-hoc analyses, the 
Tukey test was performed to examine the differences 
between profiles. Tukey test results indicated that all 
profiles were significantly different on all variables (RT, 
NA and SRE, p <.05).

The first profile (Profile 1) consists of 5431 students 
representing 82.79% of the sample and is characterized 
by a low number of actions within a short time period, 
i.e. they didn't put a high amount of effort, but they 
have the highest level of SRE among the three profiles 
(p <.05). They have lower RT and NA scores than Profile 
2, but they are higher than Profile 3. Profile 2 consists 
of 472 students (7.20%) who have the highest mean 
response time (p <.05) and number of actions (p < .05), 
indicating that the test-takers exerted a high level of 
effort and demonstrated a low level of disengagement. 
Although they rated their effort lower than in the first 
profile (p <.05), it is at a moderate level and much higher 
than in Profile 3. Profile 3 (n = 657; 10.01%) had the lowest 
RT, NA, and SRE scores, all of which were statistically 
significantly different from the other profiles. This profile 
had the characteristics of disengaged responders 
and was labeled "Disengaged". Although Profile 2 had 
a slightly lower SRE than Profile 1, it has the highest 
RT and NA scores, and this pattern indicates the 
characteristics of "highly engaged" responders. Profile 
1, with the largest number of students, had scores very 
close to the mean. It shows signs of engagement, 
but the level of engagement is lower than Profile 2, 
which results in the label of "Moderately-Engaged". 
Finally, the three-profile solution clearly distinguishes 
between engaged and disengaged individuals. It 
proved effective in differentiating between engaged 
and disengaged individuals. P3 is the group with the 
highest level of disengagement, while P2 has the 
highest level of engagement and P1 has moderately 
engaged individuals.

Table 3. 
LPA models fit indices with different latent profiles

Two-Profile Three-Profile Four-Profile Five-Profile
Fit Statistics
AIC 52853.5 51750.54 51205.58 50719.29
BIC 52921.39 51845.58 51327.77 50868.65
ABIC 52889.61 51801.09 51270.57 50798.74
Entropy 0.929 0.883 0.797 0.806
LMR (p) 2171.753 (.00) 1080.232 (.016) 537.668 (.379) 480.611 (.035)
Profile size (%)
P1 688 (10.49%) 5431 (82.79%) 4424 (67.44%) 4453 (67.88%)
P2 5872 (89.51%) 472 (7.20%) 107(1.63%) 558 (8.51%)
P3 657 (10.01%) 640 (9.76 %) 1145 (17.45%)
P4 1389 (21.17%) 364 (5.55%)
P5 40 (0.61%)

Table 4. 
Average Standardized Scores for Three Profiles

P1 P2 P3

Response Time Mean -.037 .813 -.384

Number of Actions Mean -.164 1.996 -.357

Self-Reported Effort Item Mean .267 .001 -2.308
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While examining the mathematics achievement 
scores of three different profiles, it is indicated that 
highly engaged group (Profile 2) has the highest 
achievement score of 536.453. While the disengaged 
group has the lowest achievement score (421.74), 
Profile 1 has an average achievement score of 452.689. 
The differences were at a significant level for each 
group. Figure 2 shows the mean achievement scores 
across the different profiles.

After these interpretations, the distribution of gender 
was also studied in three profiles. Table 5 shows the 
corresponding information.

While the number of men and women in the 
moderately-engaged group is close, the proportion of 
men in the disengaged groups is almost double that of 
women. In the highly engaged group, the numbers of 
men and women are close, but tend to be dominated 

Figure 1. 
RT, NA and SRE averages by profile

Figure 2. 
Profile - specific mathematics achievement means

Table 5. 
Gender distribution at student profiles

Profile n % of Total # of Females

Moderately-Engaged 5431 82.79% 2786 (51.30%)

Highly-Engaged 472 7.20% 216 (45.76%)

Disengaged 657 10.01% 212 (32.27%)

N: Sample Size
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by men.

Discussion

The purpose of the present study is to examine the 
test-taking disengagement behaviors of responders 
based on response time, number of actions, and 
self-reported effort data from PISA 2022 data. The 
results of this study provide valuable insights into 
student engagement and its relationship with test 
performance and demographic factors. Through 
a combination of descriptive statistics, correlation 
analysis, and latent profile analysis (LPA), several 
important conclusions emerge regarding the nature 
of student disengagement and its implications for 
educational assessment.

First, we observed that the proportion of engaged 
behaviors in the dataset differed significantly 
depending on the metrics used (RTE_5sec, RTE_10p, 
and NA_10p). Between response time methods, 
the RTE_10p method produced more conservative 
results compared to RTE_5sec and fewer individuals 
were classified as fully engaged. In the literature, 
item-specific threshold methods (such as normative 
methods), are recommended as a useful criterion to 
find the invalid results due to low effort (Goldhammer 
et. al, 2017; Wise & Ma, 2012) because they use the item 
characteristics too. However, it should be noted that 
the thresholds coinciding with 10 percent were too 
high and the 10 second threshold which was set as 
the maximum was used for all of the questions. Thus, 
the normative method became a common method 
using the 10-second threshold. On the other hand, 
the NA_10p method classified most students (52%) as 
low-engaged, suggesting that it captures a broader, 
potentially inflated range of disengaged behaviors. 
Unlike response time, where minimal time clearly 
signals disengagement, the number of actions (NA) 
may not have a straightforward relationship with 
cognitive effort. Certain items in the assessment may 
naturally require fewer actions to complete, regardless 
of the level of engagement or cognitive effort. On the 
other hand, the observed discrepancy may also stem 
from the threshold setting process since we have just 
adapted the RTE formula into the number of actions. 
Therefore, the method has some limitations, as the 
threshold used may not be universally applicable 
and reliable. Further research is necessary to refine 
these criteria. Readers should be mindful of these 
limitations and interpret the results with caution. 
These factors highlight the complexity of using the 
number of actions as a sole indicator of engagement 
and the need for careful selection of thresholds and 
the potential benefits of combining multiple metrics 
for a more comprehensive understanding of student 
engagement.

The correlations between response time (RT), 
number of actions (NA), self-reported effort (SRE), and 

mathematics achievement reveal some important 
patterns in test-taking disengagement. In particular, 
number of actions had the strongest correlation with 
performance (r = .43), suggesting that higher levels of 
interaction with the test are positively associated with 
performance. The relationship between response time 
and achievement was also positive and at a moderate 
level (r = .40), as observed in recent literature (Eichmann 
et al., 2020; Kuhfeld & Soland, 2020; Wise&Kong, 2005). 
However, the correlation was relatively weaker 
compared to the NA, in line with the findings of Csányi 
&  Molnár (2023). Conversely, self-reported effort has 
the weakest correlation with performance (r = .02), 
highlighting a potential gap between perceived and 
actual effort. The moderate correlation between RT 
and NA (r = .37) suggests that students who spend 
more time on tasks also tend to perform more actions, 
which is consistent with higher engagement. These 
results indicate that log data based measures such as 
RT and NA are more reliable indicators of engagement 
and effort than self-reported measures. Previous 
studies have consistently shown that test-taking effort, 
especially when assessed using response time effort, 
has a stronger correlation with performance than 
self-reported effort (Rios et al., 2014; Silm et al., 2020 
Wise & Kong, 2005).

The latent profile analysis identified three distinct 
engagement profiles: Moderately Engaged (Profile 
1), Highly Engaged (Profile 2), and Disengaged 
(Profile 3). The Moderately-Engaged group, which 
comprised the majority (82.79% of the sample), was 
characterized by average RT and NA scores but the 
highest self-reported effort. The Highly Engaged group 
(7.20%) has the highest RT and NA scores, indicating 
sustained effort on the task, despite slightly lower self-
reported effort than the Moderately Engaged group. 
The Disengaged group (10.01%) has the lowest RT, 
NA, and SRE scores, highlighting their lack of effort 
and interaction during the test. Math achievement 
scores varied significantly across the engagement 
profiles, further validating the LPA results. These 
performance differences underscore the critical role 
of engagement in academic success and suggest 
that targeted interventions to increase engagement 
could significantly improve achievement.

An analysis of the gender distribution also reveals 
interesting trends. While the ‘Moderately Engaged’ 
group includes almost equal numbers of men and 
women, the ‘Disengaged’ group is more prevalent 
among men, with almost twice as many men as 
women in the Disengaged profile. Conversely, 
the Highly Engaged group shows a slight male 
predominance, although the difference is not as great. 
These patterns suggest potential gender differences 
in engagement behaviors, in line with the findings in 
the literature (Buchholz et al., 2022; DeMars et al., 2013; 
Wise et al., 2010) which warrant further investigation 
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to understand the underlying causes and address 
inequalities. 

In conclusion, this study highlights the multifaceted 
nature of student engagement and its critical 
influence on academic outcomes. This study provides 
an important step towards a better understanding of 
students' behavior and effort during the exam process. 
The findings obtained with the LPA method suggest 
that test-taking effort can be modeled in different 
profiles and that these profiles should be taken into 
account in exam design and assessments. Rather 
than focusing solely on exam outcomes, educational 
systems should devise more equitable and efficient 
assessment approaches by considering students' 
effort and motivation throughout the examination 
process. Policymakers and educators should consider 
using multiple engagement metrics, such as response 
time and number of actions, alongside measures of 
motivation, to create a more holistic picture of student 
performance. By addressing both effort and motivation 
across diverse contexts, education systems can better 
support student learning and equity worldwide.

Future research should explore alternative threshold 
settings for the number of action and focus on refining 
response time and action-based metrics to better 
identify disengagement, particularly through the use 
of item-specific thresholds for both number of action 
and response time which could provide more accurate 
and context-sensitive measures of engagement.  
This would help refine our understanding of how 
cognitive engagement is reflected across different 
types of test items and lead to more valid and reliable 
classifications of engagement. A crucial dimension 
to explore further is the role of motivational factors in 
engagement behaviors. Investigating these factors 
across different demographic groups, including 
gender, socio-economic status, and cultural contexts, 
can provide insights into disengagement and help 
develop targeted interventions. Another area of 
interest is cross-national comparisons of engagement 
behavior. Our study was limited to the Turkish sample, 
but examining how students' engagement and 
motivational factors differ across countries could 
provide a broader perspective on how educational 
systems, cultural values and socio-economic 
conditions shape test-taking behavior. By identifying 
best practices in countries with higher levels of 
participation, such analyses can provide actionable 
strategies for improvement in other regions.
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