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Abstract

Introduction

This paper introduces an approach that uses latent class 
analysis to identify cut scores (LCA-CS) and categorize 
respondents based on context scales derived from large-
scale assessments like PIRLS, TIMSS, and NAEP. Context scales 
use Likert scale items to measure latent constructs of interest 
and classify respondents into meaningful ordered categories 
based on their response data. Unlike conventional methods 
reliant on human judgments to define cut points based on 
item content, model-based approaches such as LCA find 
statistically optimal groups, a categorical latent variable, 
that explains item score differences based on score 
distribution differences between latent classes. Cut scores 
for these classes are determined by conditional probability 
calculations that relate class membership to observed 
scores, finding the intersection point of adjacent smoothed 
probability distributions and connecting it to the construct. 
Demonstrated through application to PIRLS 2021 data, this 
is useful to validate existing categorizations of the context 
scale by human experts, and can also help to enhance 
classification accuracy, particularly for scales exhibiting 
highly skewed distributions across diverse countries. 
Recommendations for researchers to adopt this LCA-CS 
approach are provided, demonstrating its efficiency and 
objectivity compared to judgment-based methods.

In educational assessments of achievement, standard-
setting has been used for meaningful interpretation of 

test scores and for making decisions that impact students’ 
educational trajectories, such as screening students for 
instruction, grade promotion, selection, or admission 
(e.g., Cizek & Bunch, 2007; Cizek, 2012; Jiao et al., 2011). 
Performance standards, which are set through carefully 
determined cut scores, serve to classify examinees into 
defined proficiency levels, in doing so, guiding stakeholders’ 
understanding of individuals’ competencies relative to a 
given domain (Cizek, 2012). Therefore, standard-setting is 
central to establishing that assessments function not only as 
measurement tools but also as benchmarks for educational 
quality and progress. 
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Traditionally, standard-setting methods implemented 
for achievement instruments have relied on subject 
matter experts (SMEs) to interpret the content of 
assessment items and determine cut scores that align 
with descriptions of performance levels (Cizek, 1993). 
These methods are generally categorized as test-
centered, where SMEs focus on individual test items, 
or examinee-centered, where judgments are based 
on examinee performance rather than specific item 
content (Jaeger, 1989). Methods such as the Angoff 
procedure (Angoff, 1971), bookmark method (Mitzel et 
al., 2013), and contrasting groups method (Livingston 
& Zieky, 1989) are widely used in standard-setting. In 
these approaches, SMEs discuss the difficulty of test 
items and the expected performance of a “borderline” 
examinee to set a threshold for each proficiency level 
(Cizek, 2005; Peabody et al., 2023). The Angoff and 
bookmark methods are test-centered, as they focus 
on the properties of individual test items, with SMEs 
evaluating item difficulty to estimate the performance 
of a minimally competent examinee. In contrast, the 
contrasting groups method is examinee-centered, as 
it relies on SMEs classifying examinees directly based 
on their overall performance relative to the standard.

In addition to test-centered and examinee-centered 
distinctions, standard-setting methods can be 
classified as holistic or analytical, norm-referenced, 
or criterion-referenced. Holistic methods involve 
evaluating overall performance levels, while analytical 
methods break down performance into specific 
competencies or skills. Norm-referenced methods set 
performance standards by comparing the examinee's 
performance to a reference group, whereas criterion-
referenced methods define standards based on 
specific performance criteria or competencies (Cizek, 
2012). Similar to the test-centered versus examinee-
centered distinction, these categorizations, while 
conceptually useful, tend to overlap in practice, as 
most standard-setting approaches combine elements 
of various methodologies to comprehensively evaluate 
examinee proficiency levels.

Although well-established, these methods require 
intensive cognitive effort from experts to consider 
both the test content’s characteristics and the 
abilities of the target population. They are susceptible 
to inconsistencies due to variations in judgment, 
especially across diverse contexts (Brown, 2007; Cizek, 
2012).

To address the limitations of traditional judgment-
based approaches, recent research has explored 
data-driven methods for setting cut scores (Binici & 
Cuhadar, 2022; Brown, 2007; Peabody et al., 2023; 
Templin & Jiao, 2012). Latent class analysis (LCA; Dayton 
& MacReady, 1976, 2006; Lazarsfeld & Henry, 1968) has 
emerged as an appealing alternative for establishing 
cut scores in a statistically objective manner. LCA, 

a categorical latent variable modeling technique, 
identifies groups within a population based on 
response patterns rather than judgment, thus reducing 
the subjectivity typically associated with standard 
setting. This approach segments examinees into 
homogeneous latent classes according to a statistical 
optimization criterion, effectively distinguishing groups 
based on the item response distributions within each 
class. Unlike conventional methods that presuppose 
a continuous latent trait, LCA models assume that 
different, discrete latent classes account for variation 
in observed scores. This enables LCA to categorize 
individuals into performance levels based on empirical 
relationships among responses rather than a-priori 
content-based judgments.

Brown (2007) evaluated the effectiveness of LCA 
alongside the Angoff procedure and profile rating 
method for a middle school statistics assessment. This 
study utilized LCA to categorize students based on 
response patterns, providing an empirical, data-driven 
alternative to judgment-based approaches. The 
results showed that the traditional methods showed 
strong agreement, with students categorized similarly 
85.7% of the time. The LCA showed an even higher 
alignment with the Angoff method (92.2%) but slightly 
lower agreement with the Profile method (77.1%), 
indicating that LCA could reliably classify students into 
proficiency levels while reducing reliance on expert 
judgment. Similarly, Binici and Cuhadar (2022) applied 
LCA to an operational large-scale science assessment 
administered in one of the southern states in the United 
States to validate performance standards derived from 
traditional methods. Their work examined whether 
LCA could provide additional validity evidence into 
the classification accuracy of existing cut scores. By 
analyzing the latent structure within student response 
patterns, Binici and Cuhadar (2022) demonstrated 
that LCA could complement conventional judgment-
based methods by offering a statistically derived basis 
for performance standards. These studies showcase 
the advantages of LCA in creating objective and 
data-driven cut scores, primarily focusing on setting 
performance standards for achievement data. While 
applying LCA to standard settings is not entirely new, 
its application to background scales remains relatively 
underexplored.  

In large-scale international assessments such as PIRLS 
(Progress in International Reading Literacy Study) 
and TIMSS (Trends in International Mathematics and 
Science Study), context questionnaires are widely 
used to gather data on students’ background through 
student, school, and home questionnaires. Many 
of these context items are designed to measure 
common and dominant underlying latent constructs, 
such as student motivation, family support, and school 
resources, which aid in understanding the various 
factors that relate to student performance. The item 
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response theory (IRT) based scaling approach is then 
utilized to derive context scale scores for the items 
measuring the same latent construct. 

In operational settings, context scales are often 
divided into regions aligned with raw score points 
and transformed reporting scale cut points. The 
interpretation of these regions is content-referenced, 
meaning that each boundary aligns with a 
combination of response categories. These cut 
points are often defined through SME judgments. 
Hence, experts determine what constitutes high or 
low levels on each scale, sometimes solely based on 
reviewing the items and response categories, without 
referencing how respondents use the scale. However, 
these content-referenced cut-score definitions 
can result in score regions that contain few or no 
students, especially when evaluating skewed scale 
distributions across countries with diverse educational 
backgrounds.

Current study introduces an LCA-based cut score 
(LCA-CS) determination approach that addresses the 
limitations of traditional, judgment-based cut score 
definitions on context scales. This approach uses LCA 
with a predefined number of classes determined as 
the number of ordered categories experts wish to 
distinguish. LCA identifies groups of examinees based 
on their observed responses, providing posterior 
probabilities of class membership for each individual. 
Examines are then assigned to the most likely class 
based on the maximum posterior class probability, 
therefore classifications are statistically grounded 
rather than subjective expert judgment. After LCA 
identifies latent classes, which are homogeneous 
groups within the data, the latent classes are sorted 
based on the expected mean score for each class. 
This step reflects the principles of located and ordered 
latent class models (Clogg 1979; Croon, 1990; Formann 
1992; Lazersfeld & Henry, 1968) that the classes are 
represented by scores on a latent continuum. In 
our case, the construct's scale score provides this 
continuum, ensuring that class order is directly 
related to the underlying latent trait. This can be 
interpreted as the probability of selecting increasingly 
positive categories on a rating scale, in the case of 
context scales, or for cognitive skills, selecting the 
correct response, which increases as one progresses 
through a set of latent classes from the lowest to the 
highest (Croon, 2002), making it particularly useful in 
contexts where subgroups within a latent trait are 
to be identified rather than measuring differences 
between individuals. However, for ordered latent class 
approach to hold, it is also necessary to verify that the 
expected scores follow the same order across all items. 
Additionally, the differences between the expected 
scores for adjacent classes should be sufficiently large 
to demonstrate meaningful separation.

Furthermore, we modeled the conditional score 
distributions for each class independently to identify 
cut scores that separate adjacent classes. For this, 
we assume that each latent class represents a 
homogeneous group, and the conditional distribution 
of scores within each class follows a normal distribution. 
The use of conditional normal approximations for score 
distributions reflects widely applied practices in latent 
variable modeling, where parametric assumptions 
are employed to smooth score distributions (e.g., 
Heinen, 1993, 1996; Embretson & Riese, 2013; Mislevy, 
1983; Rost & von Davier, 1995; Smit et al., 2003; Templin 
& Jiao, 2012). While Formann (1992) emphasizes the 
relationship between categorical latent variables 
and response probabilities in linear logistic latent class 
models, our model ties class membership to a latent 
continuum. Smoothing these distributions helps cut-
score boundaries not to be overly sensitive to random 
fluctuations in the data. This is particularly important 
in large-scale assessments where sample sizes and 
response patterns vary widely across contexts. 

When applying LCA, the intersection points of 
smoothed posterior probabilities between adjacent 
classes define the cut scores. Then, these cut points 
are mapped back to the underlying construct. The 
model integrates categorical class definitions with 
continuous construct measurement by anchoring 
these cut scores to the IRT scale. Templin and Jiao 
(2012) argue for combining latent class models with 
continuous scaling to enhance the psychometric 
validity of classifications, while Rost (1990) emphasizes 
the compatibility of latent class and trait models for 
defining ordered categories along a latent continuum. 
Similarly, Croon (1990) and Formann (1992) offer 
theoretical frameworks for modeling ordered latent 
classes that align with continuous latent constructs, 
providing a basis for statistically grounded and 
construct-aligned classifications. Leveraging these 
principles, our approach bridges the strengths of LCA 
and IRT to develop a replicable, robust, and easy-
to-implement method for cut-score determination, 
making the classification more apt for secondary 
analysis and interpretation of the results.

To demonstrate the applicability of our model, we 
utilize PIRLS 2021 data to validate the classifications on 
context scales and enhance classification accuracy, 
particularly for scales with skewed distributions across 
countries with diverse educational backgrounds. 
This data-driven approach strengthens examinee 
categorization by extending the application of LCA-
based approaches to standard setting and proficiency 
scaling into new domains, supporting reliable, data-
driven standard setting across different educational 
contexts​​. Overall, this study highlights the advantages 
of LCA-CS as a viable alternative or complementary 
method to traditional judgment-based approaches 
for determining cut scores on context scales.
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Methods 

The latent class model (e.g., Lazarsfeld & Henry, 1968; 
von Davier & Lee, 2019) is a statistical technique for 
identifying latent subgroups within a population 
based on categorical observed variables. Suppose we 
observe J polytomous items (j=1,2,…,J) where each item 
has Kj (k = 1,…,Kj) response categories, and we observe 
responses for examinees i = 1,2,…,N. The observed 
responses to these variables are denoted as Xijk, where 
Xijk = 1 if examinee i selects the k-th response category 
to the j-th item, and 0 otherwise. The latent class 
model assumes that the observed joint distribution 
of the manifest variables can be expressed as a 
weighted sum of conditional distributions in C latent 
classes. Each class represents a cross-classification 
table of response probabilities, parameterized by 
πjck, the probability of selecting the k-th response to 
the j-th item in class c. For each variable j,  = 1. 
The weights pc, referred to as the mixing proportions, 
represent the prior probabilities of class membership 
satisfying  =1. 

A key assumption in LCA is conditional independence, 
meaning that the observed variables are independent 
of one another, given membership in a latent class. 
This assumption, analogous to the local independence 
property in IRT, allows the model to decompose the 
observed joint distribution of responses into class-
conditional probabilities (Yamamato, 1987). The 
model is fully identified by the matrix of conditional 
probabilities, πjck, and the class distribution, pc which 
together parameterize the probability of observed 
responses.

Under conditional independence, the probability of 
observing a specific set of responses for an individual i 
in a class c is given by:

The probability of the observed responses across all 
classes is then

The parameters of the model pc and πjck are estimated 
by maximizing the log-likelihood function:

Posterior probabilities for class membership are 
computed using Bayes’ rule:

where c = 1,2,…,C.

Latent classes are ordered if there is a permutation  
η(c) of the class membership variable C so that the 
expected responses of all items j are ordered across 
classes. That is,

This ensures that an ordered or continuous latent trait 
that leads to equivalent conditional probabilities can 
be identified. To test this, the classes are ordered by 
their expected sum score, i.e., the expected score is 
increasing with (reordered) class index. Then, the same 
property, the monotonicity of the expected scores, is 
checked for each item on the scale (Rost, 1990).

LCA for Identifying Cut Points

The proposed approach uses the latent class model to 
identify cut points on a scale from the response data. 
It first uses LCA to define a categorical latent variable 
that explains differences in item scores based on 
score distribution differences between homogeneous 
groups (latent classes). Next, a series of calculations 
are needed to identify cut points on the context 
scale. The details of these steps are described below. 
The following descriptions are based on three classes 
for simplicity and clarity, though the procedure 
generalizes to any number of classes.

1.	 Run latent class analysis (LCA) with a pre-
specified number of classes. This number is 
usually identified based on literature or by 
context experts. In large-scale assessments 
such as TIMSS & PIRLS, the goal is to define 
cutpoints for three groups with high, medium, 
and low expected scores on the context scales.

2.	 Assign test takers to classes based on the 
posterior probability P(C = c|X1…XJ) of being a 
member of class c given responses X1…Xj to a set 
of items. Each test taker is assigned to the class 
based on the maximum posterior probability 
among the specified classes.

3.	 Re-order classes so that the expected 
score increases with the class index. That 
is, E(score|C=c) > E(score|C=c+1) if class c = 1 
represents the class with higher scores, where 
E(score|C=c) is the expected score given class 
c. Meanwhile, check whether the expected 
scores of each item are in the same order as 
the ordered classes.

4.	 Calculate the probability of a score given 
a class, P(score|C). This probability is 
approximated assuming that each class is a 
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homogeneous group with a conditional normal 
ability distribution, N(μc,σc),  where μc and σc are 
the mean and standard deviation of scores 
within the class. The result is an approximate 
conditional probability distribution, the 
probability of a score given a class,  P(score|C).

5.	 Calculate the conditional probability 
approximation of a “class” given a score using 
Bayes’ theorem.  Standard results yield,

where P(score|C) is obtained from step 4. P(C)  
is the class size, and P(score)  is the marginal 
probability for each score point.

6.	 Identify the cut score points and connect 
them to the construct, either the raw points or 
the scale score. The cut points are identified 
by locating the intersection point of adjacent 
smoothed posterior probability distributions, 
obtained from step 5, so that P(C=c|cut point) 
> P(C=c+1|cut point) and P(C=c+1|cut point-1>) 
P(C=c|cut point-1), if class c = 1 represents the 
class with higher scores. 

7.	 Classify the respondents into one of the three 
regions based on the identified cut points. 
Once the cut points are determined using 
this method, the subsequent procedures of 
assigning respondents to categories mirror 
those of the judgment-based cut point 
specification method or other methods.

For reporting or interpretation of the regions 
divided by these cut points, the minimum responses 
needed to meet or exceed the cut scores could be 
determined by calculating the expected responses 
for each item based on the IRT model and estimated 
item parameters. This involves selecting the most likely 
response for each item given the associated scale 
cut score, starting with the response category with 
the highest probability across all items, then moving 
to the next highest probability on another item 
until the total raw scores of expected responses are 
achieved to have the same values as the identified 
raw cut scores. Note that any response pattern that 
matches the raw score associated with the scale cut 
score is compatible with this approach if the scale 
score is derived using Rasch IRT model, just as in the 
judgement-based approach.

Application of the LCA-CS Method for Creating Scale 
Regions

PIRLS and Context Scales Reporting

This section describes applying the approach to 
define scale regions using data from PIRLS 2021. PIRLS 
is designed to measure reading achievement at the 
fourth-grade level and school and teacher practices 
related to reading instruction. Students complete a 
reading assessment and a questionnaire asking about 
their attitudes toward reading and reading habits. 
In addition, parents, teachers, and school principals 

are given questionnaires to gather information about 
students’ home and school experiences in developing 
reading literacy. Since 2001, PIRLS has provided high-
quality data for monitoring progress in students’ 
reading achievement in their fourth year of schooling 
and measuring trends in achievement over time, 
covering 20 years of trends. 

In PIRLS 2021, the fifth assessment cycle, 57 countries 
and 8 benchmarking entities participated. All students 
were administered the same questionnaires after 
the achievement booklet administration. PIRLS 2021 
collected data from approximately 400,000 students, 
their parents, teachers, and school principals (Mullis 
et al. 2023). The PIRLS context questionnaire included 
several item sets intended to measure a latent 
construct. These constructs included the availability of 
home resources for learning, participation in literacy 
and numeracy activities in the home, the school’s 
emphasis on academic success, students’ attitudes 
about learning, and many others. In total, 22 context 
scales were derived from the PIRLS 2021 data collected 
from students, their parents, teachers, or principals 
using the Rasch partial credit model (PCM; Masters, 
1982; Masters & Wright, 1997). The estimated Rasch scale 
scores were converted into a (10, 2) reporting metric 
for each scale, based on the countries included in the 
calibration (Yin & Reynolds, 2023). The reporting metric 
of the scale is set during the PIRLS cycle when the 
scale is first used or if a scale was revised by adding or 
changing items or revising response options. 

Respondents were classified into three regions 
corresponding to high, middle, and low values on the 
construct to facilitate interpretation of the context 
scale results. The cut scores on the scale delimiting the 
regions were described in terms of combinations of 
response categories, the score combinations needed 
to reach medium or high score regions were defined 
based on review by content experts. Details on this 
procedure can be found in Yin & Reynolds (2023). 

Once the raw cut points were identified, the 
corresponding scale cut scores were located utilizing 
the fact that the raw score is a sufficient statistic in 
the Rasch model (Andersen, 1977). This conversion was 
done assuming all questions in the set were answered. 
This judgment-based method works well under 
certain conditions, and the scale is well-centered and 
has sufficient variance along the range of possible 
scores. However, when the item responses are highly 
skewed across countries, the content-referenced cut-
score definitions might produce score regions that 
do not contain students for some reporting groups, or 
even in some countries. The classification is not very 
useful, if, for example, only ‘medium’ and ‘high’ groups 
are populated, but no students are assigned to the 
‘low’ group. For analytic purposes, such a case would 
reduce the reporting to only two groups. 
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In these cases, the proposed LCA-based approach 
can improve the situation. In the example of the PIRLS 
2021 data, the proposed LCA-CS method validates 
existing categorizations on the context scales and 
enhances classification accuracy, particularly for 
scales exhibiting highly skewed distributions across 
diverse countries. 

Description of Example Scale

This study uses the "Home Early Literacy Activities 
Before Primary School" scale as an example to 
demonstrate the LCA-CS method for specifying cut 
points.

The Home Early Literacy Activities scale was initially 
developed in PIRLS 2011 and has been continued for 
subsequent cycles. It includes nine component items 
from parents’ questionnaires, focusing on how often 
parents engage their children in early literacy activities, 
as listed in Table 1 (Mullis et al., 2023). All 9 questions 
have three response options, “Often’, “Sometimes”, 
and “Never or almost never”, with assigned numeric 
values of 2, 1, and 0 to the corresponding response 
categories. Therefore, the maximum available total 
raw points of this scale were 18.

Table 1: 
Questions Included in PIRLS 2021 Home Early Literacy 
Activities Before Primary School Scale

The distribution of this scale is highly skewed, with 
almost no respondents falling into the low category 
for most countries when using cut scores provided by 
content experts. The categorization was based on 
scale cut scores of 10.7 and 6.2, derived from raw cut 
points of 14 and 4 based on minimal response profiles 
provided by content experts described earlier. 

Applying the LCA-CS Method 

To apply the proposed LCA-CS method for identifying 
the raw cut points, the SAS procedure PROC LCA 
(Lanza et al., 2015), one specialized function designed 
for latent class analysis in SAS program, was used for 
estimating the latent class model. The LCA was based 
on the combined data from all 40 calibration countries 

(Yin & Reynolds, 2023), countries that administered 
the assessment as scheduled at the end of the 4th 
school year, with complete responses to the 9 items. A 
total of 171,796 respondents were included in the LCA 
model, estimated assuming three classes to align with 
the reporting goals for PIRLS 2021 international results. 
The NSTARTS value in PROC LCA was set as 20 to find 
the best estimates and avoid local maxima of the 
likelihood function when conducting the analysis. 

The posterior probability of the three classes for each 
respondent is part of the derived statistics that can 
be obtained through the SAS LCA procedure. Next, 
the rest of the steps from the previous section were 
applied. Table 2 shows the results after step 5, the re-
calculated conditional probability approximations of 
the three classes given a score, P(C|score). In the table, 
class 1 represents the class with the highest expected 
score, while class 3 represents the class with the lowest 
expected score. The left two columns are raw possible 
total points of complete responses of nine items and 
the associated unique transformed Rasch scale scores, 
which were retrieved from Appendix 15B in the PIRLS 
2021 context scaling chapter (Yin & Reynolds, 2023). 
The last three columns are the conditional probability 
approximations, or smoothed posterior probabilities, 
for the three classes. 

Table 2: 
Conditional Probability Approximations of Classes 
given a Raw Score Point

Raw 
Points

Scale 
Score

Number of 
respondents

Smoothed Conditional 
Probability

Class 1 Class 2 Class 3

0 2.0717 511 0.00 0.00 1.00
1 3.9169 402 0.00 0.00 1.00
2 4.8778 698 0.00 0.00 1.00
3 5.5848 987 0.00 0.00 1.00
4 6.1700 1566 0.00 0.00 1.00
5 6.6863 2470 0.00 0.03 0.97
6 7.1652 3537 0.00 0.13 0.87
7 7.6184 5215 0.01 0.35 0.64
8 8.0567 7310 0.02 0.63 0.36
9 8.4885 12000 0.02 0.81 0.17
10 8.9179 12752 0.03 0.89 0.08
11 9.3525 15367 0.05 0.91 0.04
12 9.7989 18101 0.09 0.89 0.02
13 10.2674 19713 0.17 0.82 0.01
14 10.7707 19484 0.36 0.64 0.01
15 11.3376 17865 0.68 0.32 0.00
16 12.0220 14082 0.94 0.06 0.00
17 12.9578 9721 1.00 0.00 0.00
18 14.7746 10015 1.00 0.00 0.00
Figure 1 displays the smoothed posterior probability 
distribution for each class. Cut points were identified 
by locating the intersections of adjacent probability 
distributions and connecting them to the construct. 
From Figure 1, the intersections occur between 7 and 8 
for classes 2 and 3, and between 14 and 15 for classes 
1 and 2. To align with the judgment-based raw cut 
points approach using whole numbers, 8 and 15 were 
chosen as the raw cut points.
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Once the raw cut points were determined, the 
subsequent procedures of assigning respondents to 
categories mirror those of the judgment-based cut 
point specification method described in creating 
the PIRLS 2021 context scales chapter (Yin & Reynolds, 
2023). According to the equivalence table of the raw 
scores and transformed scale scores presented in 
Table 2, the corresponding scale scores are 8.0567 and 
11.3376 for raw points 8 and 15, respectively. Following 
the same rounding rules as the judgment-based 
cut point specification methods, the rounded scale 
scores, 8.1 (rounded up) and 11.3 (rounded down), were 
the final scale cut scores. These two cut scores were 
then used to classify all the respondents into one of 
three regions, including those from the countries with 
delayed administrations due to pandemic-related 
delays.

Categorization Results Using the LCA-CS Method 

The following section presents the categorization 
results applied to the Home Early Literacy Activities 
scale using the LCA-CS method to identify the cut 
scores. 

Table 3 shows the percentage of students whose 
parents were classified into each of the three regions 
using two different categorization methods. The 
standard errors (SEs) associated with the percentages, 
except for the percentage of 2 or smaller, are listed 
in parentheses. This table reports the results based 
on all PIRLS 2021 countries with comparable data, 
including those not included in the LCA model and 
item calibrations. The rightmost column shows each 
country's average scale score and associated SE. 
The results in the left part of Table 3 are the PIRLS 
2021 published results (Mullis et al., 2023), showing 
percentages derived from conventional methods 
reliant on human judgments to define raw cut points 

based on item content. In contrast, the percentages 
for the three regions in the right part of the table were 
obtained using the LCA-CS procedures.

In Table 3, within the low region of the scale, there 
are many very small percentages, 2%, 1%, and even 
0s, when using the judgment-based categorization. In 
practice, reporting the achievement levels for such a 
small percentage of students in a region is associated 
with a large error, and PIRLS does not report groups 
smaller than 2% in size. Therefore, the results from this 
categorization provided limited value for interpreting 
the relationship between achievement and home 
early literacy activities. 

In contrast, using the LCA-CS procedures, the 
distribution of percentages across the three regions 
is less skewed across countries, enhancing the 
interpretation of the achievement and the related 
context. Based on the categorical latent variable 
modeling technique, the low category is no longer 
empty for all countries, which identifies groups based 
on a statistically optimal criterion. Additionally, the 
percentages in the middle region closely align with 
those from the judgment-based approach at the 
country level and internationally. This supports the 
existing categorizations on the context scales for the 
middle region, indicating that most respondents are 
likely in the "Medium" region of the scale. Overall, the 
categorization based on this method provides more 
value for interpreting home early literacy activities 
with students’ reading achievement.

Discussion

With growing interest in understanding how learning 
contexts relate to student achievement, many items in 
large-scale assessment questionnaires are designed 
to measure a common underlying context construct 
linked to achievement. For interpretation, respondents 

Figure 1: 
Plot of the Conditional Probability Approximations of Classes given a Raw Score Point
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Table 3: 
Percent of Students in Each Region of Home Early Literacy Activities Scale Using Two Categorization Methods  
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are classified into high, middle, and low regions 
utilizing specified cut-points on the context scale. 
The achievement in each group is then reported. This 
enables the relationship between achievement and 
the context to be observed across diverse groups. 
Conventional methods rely on expert judgments 
to define cut points based on item content, which 
works well with balanced response distributions. 
However, when the item responses are highly skewed 
across diverse groups or populations, these content-
referenced cut-score definitions likely produce regions 
with few or no respondents, limiting the interpretation 
of the achievement and context relationship, as 
illustrated in Table 3.

The proposed LCA-CS method addresses these 
challenges by leveraging LCA to calculate the 
posterior probability of class membership for a pre-
specified number of classes for each respondent with 
complete responses. With the assumption that each 
class is a homogeneous group with a conditional 
normal ability distribution, the conditional probability 
approximations of class membership are obtained by 
a series of calculations, as illustrated in the previous 
sections. These conditional probabilities of a class 
membership given a score provide the basis for finding 
the cut scores on the constructed context scale to 
apply to all respondents with a valid scale score. As 
demonstrated by applying the method to the PIRLS 
2021 Home Learning Activity data, the proposed LCA-
CS method statistically optimized the distribution 
of students across categories and enhanced the 
adequacy of categorization. This implies that this 
data-driven LCA-CS method could serve as an 
improved approach for identifying cut scores for 
educational researchers or practitioners, especially 
when the responses are highly skewed across diverse 
groups. 

Our study aligns with the growing body of literature 
emphasizing the importance of incorporating 
statistical modeling techniques into educational 
assessment to enhance the validity of classification 
decisions (e.g., Brown, 2007; Templin & Jiao, 2012; Binici 
& Cuhadar, 2022). While both Brown (2007) and Binici 
and Cuhadar (2022) focused on the application of LCA-
based method to achievement data demonstrating 
its utility as an empirical, data-driven alternative to 
judgement-based methods for classifying examinees, 
our research extends the application of LCA-based 
method to contextual data. In this domain, where 
response distributions are often skewed across diverse 
groups, LCA-based classifications can improve 
the adequacy of categorization. Furthermore, our 
findings resonate with those of Binici and Cuhadar 
(2022), who demonstrated that LCA-based methods 
can validate performance standards derived from 
traditional judgment-based approaches. Similarly, 
in the context of our study, the LCA-based method 
proved effective for validating existing judgement-
based categorizations on the context scales.

In conclusion, the LCA-CS method offers a promising, 
statistically sound alternative for defining cut scores 
on context scales in large-scale assessments. By 
addressing the limitations of traditional methods 
and optimizing the distribution of respondents across 
categories, this approach provides meaningful insights 
into the relationship between learning contexts and 
achievement. The LCA-CS method, as introduced in 
this study, utilized scales derived from a Rasch model 
with a pre-specified number of classes provided 
by analytic goals. When this required number of 
classes is unavailable, the LCA method can be used 
to determine the optimal number of classes based 
on model fit statistics and practical needs. This study 
introduced the LCA-CS method and demonstrated 
its implementation with real data from a large-
scale assessment. Future studies should focus on 
developing diagnostics to evaluate the effectiveness 
of the LCA-CS method compared to judgment-based 
cut points. In addition, future research could extend 
this approach to scales based on more general IRT 
models, such as the Generalized Partial Credit Model, 
using similar procedures.
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